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Abstract - We propose a channel aware resource
allocation algorithm for HSDPA that receives higher
overall weighted throughput than the popular pro-
portional fair scheduler, while following the same
fairness scheme. Our algorithm combines features of
the proportional fair algorithm with a recent optimi-
sation algorithm for the randomised knapsack prob-
lem. We demonstrate the high potential of the pro-
posed algorithm in a simulation environment.

1. Introduction

With the introduction of HSDPA (High Speed
Downlink Packet Access) in release 5 of the UMTS
standard, downlink data rates beyond 10 Mbps became
possible [1]. To optimally explore the available re-
sources, new scheduling algorithms have been intro-
duced that prefer connections with excellent channel
conditions [2,3,4,5]. Scheduling schemes that strictly
prefer mobiles with better channel conditions optimise
the overall throughput of the system [6,7]. It can be
argued, that customers with bad channel conditions
experience inferior throughput with these simple sched-
uling schemes. To circumvent this problem, several
authors have introduced scheduling schemes that pro-
vide some kind of fairness between different users
[8,9,10]. Unfortunately, since those schemes are often
adopted from scheduling algorithms in wire line net-
works, the specific characteristics of wireless networks,
such as fading or Doppler shift, are not addressed by
these implementations. In [5] the proportional fair
scheduler is introduced, which takes advantage of the
instantaneous fluctuations of the radio channel. This
scheduling algorithm has been further analysed in [3,4,
11]. The proportional fair scheduler provides propor-
tional fairness [12] between all users since it guarantees
that every single active customer occupies asymptoti-
cally the same fraction of time. However, it is not opti-
mal in terms of overall throughput [6,13,14].

We propose a scheduling algorithm that keeps track
of the data rate, channel condition and weighting ac-
cording to the proportional fairness weighting scheme
[12] and also considers the available code channels and
maximum transmission power as constraints. The pro-
posed scheduling scheme solves the underlying optimi-
sation problem by adopting an algorithm that was intro-
duced in [15].

Similar to our contribution, the authors in [13] model
the environment faced by a resource allocation algo-

rithm in UMTS networks as a linear optimisation prob-
lem with several constraints but do not include the
maximum transmission power of the base station in
their formulas. Recently, the authors of [16] presented a
similar analysis that also abstracts from the maximum
transmission power of the base station. To the best of
our knowledge no other publications exist that describe
how to optimally solve the resource allocation problem
or that even mentions the difficulty of the underlying
problem.

The paper is organised as follows. In section 2 we
analyse various environments in HSDPA that may be
observed by a scheduling algorithm. These various
environments are defined by different network imple-
mentations. In section 3 we give a short overview on
the PF-scheduler and introduce the KP-scheduler in
section 4. Section 5 contains simulation results while
section 6 draws our conclusion.

2. Analysis of the environment

We will explicitly address issues experienced with
HSDPA and for simplicity assume only one carrier
frequency. The obtained results may be generalised to
several carriers. At the base station packet switched
data is constantly arriving and buffered. The aim of the
packet scheduler is to assign all these data to the code
channels that are available in every timeslot. Due to
code multiplexing and multi code operation a maximum
of 15 code channels can be assigned to one or more
mobiles in one timeslot. Because of the experienced
interference this number may be smaller so that in gen-
eral only C,_  code channels with 0< C <15 are
available in one Transmission Time Interval (TTI).
Depending on the experienced S/R to one mobile the
data rate varies with different modulation schemes.
Since the transmission of packet switched data is based
on a transmission time interval basis, the time axis is
divided into discrete sections in each of which the algo-
rithm basically faces the same optimisation problem
(see Figure 1).

Each coloured Block in the figure illustrates the
amount of data scheduled to one of the mobiles with
respect to the transmission power. Let i € N and 7,
and P represent the maximum data rate for one
connection and the maximum transmission power
available at the base station. For a connection to mobile

1, the corresponding block therefore describes the



Figure 1 The scheduling algorithm experiences the same optimisation
problem in discrete timeslots.

necessary transmission power p, € R and the re-
quired data rate 7; € N . For every block itis 7, <r,
and p, < P . Note that we assume the data rate to be
integer valued. This is feasible since the number of

possible data rates is finite (compare Table 1).

At the beginning of a transmission time interval, the
resource allocation algorithm considers the link quality
to each mobile. Based on this knowledge, the schedul-
ing algorithm assigns appropriate data rates and time-
slots to every single mobile. In general, it is possible
that the buffer in the Node B is filled to such extend,
that the available C,  code channels do not suffice to
serve all data. To reduce the delay for all calls it is
therefore essential that the scheduler at least manages to
assign as much data as possible in every TTI. Fairness
constraints that have additional influence on the impor-
tance or the urgency of a connection i are modelled by
weights W, € R that are multiplied to the data rate 7; .

We will in the following discussion consider only one
discrete transmission time interval at a time. Since a
maximum (weighted) throughput in every TTI also
maximises the overall (weighted) throughput, the ob-
tained results may be carried over to continuous envi-
ronments with consecutive transmission intervals.

The environment that contains the optimisation goals
and constraints discussed above is described by the
following optimisation problem.

n
maximise Z w.a.cr,
i=1

subject toz a.c;p; <P,

— ~ max
i=1

iaici < Cmax (1)
i=1

¢ efl,...C...}
a, €{0,1}.

In this optimisation problem the binary variable «,
specifies, if a call i is actually scheduled or not. Fur-
thermore, ¢, is the number of code channels occupied
by the connection to mobile 7. Relying on the actual
implementation of the network operator, several differ-
ent optimisation problems evolve from the general
problem (1). For example, the weights W, that are
multiplied to the data rate 7, may be defined to be

integer valued, or the transmission power p, may fol-
low a special distribution function.

For a moment let us assume that every mobile is only
allowed to use one single code channel at a time. To
improve the comprehensibility we further abstract from
the C_,  constraint. Instead of considering the maxi-
mum number of code channels that may be occupied by
one connection, we model a connection to a mobile I
on ¢; €{l,...,C_ } code channels as ¢; single con-
nections to this mobile. This is feasible, since the use of
multiple code channels in parallel linearly increases the
data rate to one mobile (compare Table 1). If we define
the weighted data rate with »',= w7, the resulting
optimisation problem is

nG,

max

max imise z ar.

1l

i=1
nC,

max

subject to Yy a,p, <P, 2

max
i=1

a; € {0,1}.

Observe that this is the knapsack problem which is
known to be NP-complete [17]. With integer weights
w;, € N the problem is easily solvable. In fact, it suf-
fices to choose W, such that w7, € N for every r;
(compare section 4.1).

Modulation\Codes 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
QPSK - % 0.12 | 0.24 | 0.36 | 048 | 0.6 | 0.72 | 0.84 | 096 | 1.08 | 1.2 | 1.32 | 1.44 | 1.56 | 1.68 | 1.8
QPSK -2 024 | 048 | 072 [ 096 | 1.2 | 144 | 1.68 | 1.92 | 2.16 | 2.2 | 2.64 | 3.88 | 3.12 | 3.36 | 3.6
QPSK - % 036 072 | 1.08 | 1.44 | 1.8 | 2.16 | 2.52 | 2.88 | 3.24 | 3.6 | 296 | 432 | 468 | 5.04 | 5.4
16 QAM - 048 [ 096 | 1.44 | 192 | 24 | 2.88 | 336 | 3.84 | 432 | 48 | 528 | 576 | 6.24 | 6.72 | 7.2
16 QAM — % 072 | 1.44 | 2.16 | 2.88 | 3.6 | 432 | 504 | 576 | 648 | 7.2 | 792 | 8.64 | 936 | 10.1 | 10.8

Table 1 Different data rates (Mbps) due to various modulation schemes and code channels [1].



3. The proportional fair scheduler

Channel-aware scheduling algorithms as the propor-
tional fair scheduler are believed to be most promising
in achieving maximum data rates in current CDMA-
TDD systems [3,4,14]. The proportional fair scheduler
also guarantees proportional fairness [12] between all
users. It was first described in [5] and further analysed
in [3.,4]. The scheduler sorts all customers by means of
wit;, = r ;» Where W, is the average throughput of
connection 1i. Moblles that experience an instantaneous
rise in channel conditions will receive higher 7', val-
ues. The PF-scheduler greedily serves those customers
with maximum 7', first until no further mobiles can be
served in this timeslot because of power or code restric-
tions. The running time of this algorithm with n com-
bating users is O(n + nlog n) since the data rates are
weighted and then sorted before scheduling the mobiles
with the highest 7', one after another. Due to the NP-
completeness of the underlying KP-problem, we cannot
hope to always solve it to optimality with the propor-
tional fair scheduler. It is easy to construct an input
distribution in which the greedy assignment of weighted
calls does not lead to an optimal solution with respect to
the maximum weighted data rate.

4. The knapsack scheduler

n [15] an algorithm is described that solves the
knapsack problem to optimality with an average case
polynomial running time provided that several assump-
tions on the input distribution hold. The algorithm itera-
tively considers all items of the knapsack problem one
after another in arbitrary order. In every iterative step it
calculates the profits and weights of all pareto optimal
solutions that can be constructed with all items consid-
ered so far. In the resource allocation problem, the
profits considered by the algorithm are the weighted
data rates and the weights are the transmission powers.
Let Sol; be the set of all weighted calls in the pareto
optimal solution 7. The profit of the pareto optimal

solution 7 is
= > 3)

keSol;
The weight of the pareto optimal solution 7 is
W= 2.p (4)
keSol,

Let S be the set of all pareto optimal solutions after
J items have been considered. S j+1 1s constructed from
S, by first duplicating each solution in S, adding
1tem Jj+1 to every solution in the duphcated set and
eliminating all non pareto optimal solutions in both sets.
This leads to two sets of solutions S, and S, . We
obtain §,,, =S, US, .Let|S,| be the cardlnahty
of the Set S and |Smax |— max{fS || jell,...,n}}
be the max1mum cardinality of all sets of pareto optimal
solutions. If we consider the cost of the operation
S, WS, tobe O(| S, ), the cost of finding a solu-

tion to the knapsack problem with # different active

calls is then O(| S, | 7). The KP-scheduler uses the
same weighting scheme as the PF-scheduler. The result-
ing KP-problem on the weighted data rates is solved

according to the description above.
4.1. Integer weights

We first consider an optimisation problem of type (2)
with Vi:w, € N. Remember that no connection is
served on more than one code channel. Since the data
rates specified in Table 1 can be mapped unambigu-
ously to integer values we receive integer weighted 7,
values in the range of {l,...,R__} where R_  is the
maximum weighted data rate. It is not beneficial for the
algorithm to keep more than one equally valued pareto
optimal solution in any step. Therefore, our proposed
algorithm will at any time only keep the first pareto
optimal solution that yields a specific profit value. Ob-
serve that the running time of the algorithm can be
bounded pseudo polynomial in this case since the step
function of a solution S ; can have at most jR
steps. After considering all » items, the algorithm will
choose the solution with maximum profit that contains
equal or less than C__ items. The observed maximum

max

running time is therefore O(anaXn) = 0(n).
4.2. Real valued weights

In this section we consider an optimisation problem
with real valued weights. As usual we consider the
interference to the mobiles to be Gaussian distributed
real values. As can be obtained from Table 1, the map-
ping of the interference to the data rate is some kind of
step function with a finite number of steps. Putting
these two together we obtain a discrete probability
distribution on the data rate values which is controlled
by the step function and the Gaussian distributed inter-
ference. This problem has been addressed in [15]. The
authors obtam an average case running time of
O(R, P,n’) for the KP-algorithm if the
transmission powers p, are real valued. This is no
constraint in our case since only a finite number of
transmission powers p, are applied in a realistic envi-
ronment.

4.3. Correlated instances

Until now we have only considered that a call with
favourable SIR is transmitted at the maximum bit rate
possible in any case. However, if the remaining trans-
mission power at the base station does not suffice to
transmit a call at the maximum bit rate, a transmission
at lower bit rates might nevertheless be possible. It is
clear that an additionally scheduled call, regardless of
the actual data rate improves the overall throughput.

One approach to realise this adaptive scheduling is to
provide the scheduler with all possible combinations of
transmission powers and bit rates to every call. Since all
possible power to bit rate combinations of every single
call would then have to be modelled, the problem be-
came much harder to solve. If we would for example



consider only two entities of every call the correspond-
ing optimisation problem is

nC nC .
max imise Z ar + Z(l—ai)ri(z)
i=1 i=1
nC

subject to Y a,p” +(1-a)p? <P, ©)

max
i=1

a; €{0,1}.
M

In this optimisation problem l’i(l) and l’i(z) (p;
and pi(z) ) represent different data rates (transmission
powers) for a connection to mobile 7 .

To avoid these complications, we employ the algo-
rithm with additional knowledge regarding dependen-
cies between power, interference and data rate. Clearly,
the optimisation problem does not become more diffi-
cult, since additional information can be utilised by the
algorithm. The optimisation of knapsack problems with
dependencies between weight and profit have also been
discussed in [18,19,20]. The authors present simulation
results of various heuristic algorithms for the KP-
problem. It can be observed that these algorithms solve
correlated instances in a short amount of time, where
time is measured in cpu time.

At the base station a measured S/R of a connection
to one mobile is related to a unique data rate. The exact
mapping from SIR to data rate depends on the imple-
mentation of the network operator. The function that
describes this mapping may for example depend on the
speed, position and type of the mobile. In the following
discussion, we assume that this mapping is known to
the algorithm. Let D,(x) be the function describing
the mapping from SIR to data rate for a specific con-
nection to mobile i. The SIR to this mobile i is
known at the base station in advance of scheduling. It
can be described by a function SIR,(p,) that is de-
pendent on the transmission power to mobile 7 and on
the corresponding interference 1 .

)4 Pi

SIR,(p;) = ==t (0
a- [Intra + [Extra + NO ]

In this formula, 1, , I, and N, denote the in-

tracell interference, extracell interference and noise.
The factor ¢ that is multiplied to /,,,, is the orthogo-
nality factor that describes the strength of the intracell
interference because of multi path propagation (com-

pare [15]).

Since the interference is fixed for every single TTI,
SIR, (p;) is a linear mapping. For proper k; we there-
fore obtain

SIRI (pi) = kipi . 7

Since both, SIR,(p,) and D,(x) are non-

decreasing monotonous functions, we obtain

D(SIR,(p,)) = D(kp;) = k;p,v;. (®)

for proper vi. If we further weight the different calls, we
obtain a new optimisation problem as

nC,

2 ,aiWikivipi
=
nC,

subject to Zxal. p, <P 9

maximise

max
i=1

a;, €{0,1}
€[0, B, ]-

An optimal solution to this problem can be obtained by
greedily scheduling the calls with maximum wl.kl.vl.
first while simultaneously keeping p, as large as pos-
sible with respect to P, . If D,(x) is linear, we ob-
tain for arbitrary two mobiles i and j the equality

Vl- = Vj .
5. Simulation

To illustrate the benefits of the proposed scheduling
algorithm over the PF—scheduler, we consider an exam-
ple simulation scenario in this section. In our simulation
environment we model hexagonal sectionised cells
(120°). The simulation environment is illustrated in
Figure 2. All base stations are located in the corner of a
cell with a distance of 2400m to each other. The maxi-
mum range of every base station is 1600m (the distance
from one corner of a hexagon to the opposite corner).

0 1 2 3 4 ] 6 (columns)

(rows)

Figure 2 Simulation scenario

The link quality of any specific connection is deter-
mined by the distance to the base station, the transmis-
sion power of the serving base station and the maxi



mum transmission power of all interfering base sta-
tions. The maximum transmission power of every base
station is 16,596W. Contained in this transmission
power is Pyq,p,, the power reserved for HSDPA at
every base station. The aggregated transmission power
of all HSDPA-connections must not exceed Pygp, -

Let o =0,4 be the orthogonality factor, P._ the trans-
mission power of base station K, ¢ ; the dumping of
the signal due to the distance to receiver i (pathloss)
and [, the interfering influence of the neighbouring
cells. Further define N, to be the noise and SIR, ..,
the quotient of own signal power to interference that is
required for a specific data rate. The transmission

power P, to customer i is then calculated by

aPK—i_i'(IextraJrNO)
B=—ti (10)
SIRtarget

For a derivation of this formula we refer to [21].

We will analyse the performance of the algorithm at
base station 17 (compare Figure 2). To calculate the
interfering influence of the neighbouring cells we con-
sider the cells 15,18,23,24 and 25 since the base sta-
tions of these cells transmit in direction of cell 17. The
influence of the neighbouring cells is calculated by

Iow =" > +9) P) (11)

re{15,18,23,24,25}

& specifies the antenna gain to base station & . The
pathloss ¢, between base station & and a mobile
station at distance d is calculated by

¢ =153+37.6log,,d [dB] [21] (12)

Fluctuations in the channel conditions are modelled
by a random function f, ., R —> R that maps the
calculated data rate 7; of a connection to mobile I to
the actual obtained data rate for this connection. Every
simulation is repeated 20 times for both, the knapsack
scheduler and the proportional fair scheduling algo-
rithm. We study the overall throughput of both schedul-
ing algorithms for various maximum data rates 7; .
and transmission powers P, that are available for
HSDPA. The considered configurations are illustrated
in Table 2. In all these simulations, we assume that a
minimum count 15 customers is present in cell 17 at all
time. From these set of customers, 10 users are transfer-
ring data over HSDPA. The amount of this data is for
all mobiles fixed at 0.125 MBytes at the start of every
simulation.

The data rates and transmission powers specified in
Table 2 are chosen such that the following assertions
hold in every simulation scenario.

PHSDPA rmax
Scenario 1 10.62 W 1.50 Mbps
Scenario 2 1191 W 1.62 Mbps
Scenario 3 1247 W 1.70 Mbps
Scenario 4 13.36 W 1.79 Mbps
Scenario 5 15.00 W 1.94 Mbps
Scenario 6 16.07 W 2.00 Mbps

Table 2 Various simulation scenarios.

1. Due to the power P, ,, available for HSDPA,
only one mobile at a distance to the base station of
250m or more may be scheduled simultaneously.

2. Mobiles at a distance to the base station of less than
200m may be scheduled together in one TTI with
another mobile at this distance.

3. For mobiles that are in between, both cases are
possible depending on the actually calculated SIR
of the mobile.

The probability to place a mobile at most 200m off
the base station is P, and the probability to place it
farther off than 200m is P, . If we require all mobiles
to be iid (independently and identically distributed) in
the cell, we obtain P, = 0.02 and P, = 0.975.

In every scenario we consider 10 active mobiles with
2 mobiles at most 200m away from the base station and
8 mobiles farther away than 200m. The probability that
this scenario will actually occur with 15 users present in
the considered cell is

15

1-(1 —Pjpgciw] ~ 0.7836. (13)

In all scenarios, both schedulers made use of the
weighting of calls according to the proportional fairness
scheme as described in section 3. When one of the 10
calls has been finished, we directly start a new one so
that the overall load of the system is only slightly
fluctuating. The results are presented in Figure 3. We
observe that the transmitted data rate of the KP-
scheduler is aproximately 20% above the data rate of
the PF-scheduler in all cases.

In the top of Figure 3 we observe that the overall
transmission time of the proportional fair scheduler is
worse than the overall transmission time of the
knapsack algorithm. The overall transmission time
denotes the time necessary to transmit all requested data
to every mobile. Since the knapsack scheduler performs
better in this metric, even the connection with the worst
link quality is completed earlier for the knapsack
scheduler than with the proportional fair scheduler. The
overall fairness of the system is therefore enhanced by
the knapsack scheduling algorithm.
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Figure 3 The KP-scheduler achieves a higher overall throughput than
the PF-scheduler.

The obtained results support the conclusion achieved
in section 4 that was based on the outcome of our
analytical analysis. They further strongly suggest
additional, more detailed studies of the knapsack
scheduling algorithm for the resource allocation
problem. To gain additional insight into the benfits of
the knapsack scheduler over the proportional fair
scheduler, a more realistic simulation scenario has to be
constructed that also models additional features of
HSDPA as the fast link adaptation mechanism, Chase
combining and fast ARQ.

6. Conclusion

With the knapsack scheduler, we have proposed a
fast scheduling algorithm, that achieves a higher overall
throughput than the popular proportional fair scheduler
and even solves the underlying scheduling problem in
an optimal way. The average case running time of the

proposed algorithm is only slightly higher than that of
the proportional fair scheduling scheme. In a simulation
we compared both scheduling algorithms and demon-
strated the benefits of the KP-scheduling algorithm in a
simple concrete scenario.

In addition to the rise in the overall transmitted data
rate, the knapsack scheduler also managed to increase
the average data rate. This is directly correlated to an
improved fairness since the weighting of both algo-
rithms follows the same proportional fairness weighting
scheme. We have learned that the knapsack scheduler
performs at least as well as the proportional fair sched-
uler in all possible cases. Since the additional running
time of the KP-scheduler becomes less important with
every new generation of Node B, network operators
could consider implementing the knapsack algorithm
for resource allocation.

We further analysed the relation between data rate
and power of the active calls. Due to the additional
information the problem becomes very straightforward
and may be solved to optimality with a simple greedy
scheduling scheme.

Another interesting problem not considered so far is
the introduction of deadlines or due dates for every call.
It is not clear, if the resource allocation algorithm fol-
lowing the knapsack scheduling scheme can be modi-
fied to handle such a more sophisticated problem with
sufficient results.
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