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Abstract—Protocols and applications that rely on unicast and
multicast communication are well accepted and still gain more
and more popularity. However, these communication paradigms
are not optimal for a class of wireless applications where
communication partners neither establish specific relationships
nor need roles like client and server between each other before
data exchange. Applications we have in mind deal with up to
several thousands of peers as autonomous wireless network nodes.
Nodes communicate events like traffic accidents in a local region
or information of common interest to a larger group of network
nodes. Intermediate nodes forward or rather “gossip” informa-
tion like in a social communication model, comparable to the
news of the big fire of Rome in neronian times travelling through
Europe and finally reaching villages in rural areas. The challenge
of such a concept is to find efficient local rules, which balance
communication with respect to bandwidth usage, latency of data,
and data delivery ratio. We introduce the promising application
AutoNomos – a decentralized traffic information system – which
is well suited for the evaluation of such a data dissemination
protocol. Next, we present our new approach called AutoCast that
is well optimized and self-adaptable towards various dynamic
topologies. We compare AutoCast against the theoretical optimum
and existing data dissemination protocols. Finally, simulations
will demonstrate the efficiency of the approach.

Index Terms—mobile ad-hoc networks, broadcast, data dis-
semination, Hovering Data Cloud, AutoNomos, AutoCast

I. INTRODUCTION

Today’s applications for distributed systems rely on unicast
or multicast communication, where communication partners
are identified by layer-3 addresses. Prominent and well known
examples are Client-Server-Applications like webbrowsing.
When mobile ad-hoc networks (MANETs) first came up,
research concentrated on efficient routing to keep up the
existing communication paradigm. By increasing the number
of nodes and introducing dynamics in the network due to
node mobility or switching nodes on and off in a large
multi-hop network, routing based on addresses became a
hard challenge. In the meantime systems grew larger con-
sisting of thousands of cheap battery powered devices that
organize themselves and open a new research field called
sensor networks. Limitations of bandwidth, computing power
and storage in sensor networks drive a new communication
paradigm. While these systems need to be designed for fre-
quent node failures, redundancy was introduced in the network
decreasing the importance of single nodes and addresses.

Fig. 1. A Hovering Data Cloud at a traffic jam’s end warns incoming vehicles

Also the stringent separation of the lower communication
layers is open to discussion as it introduces computational and
networking overhead especially when identification of nodes
looses importance.

The application that drives our work on data dissemi-
nation is a decentralized traffic information system called
AutoNomos. Here cars cooperate to recognize various traffic
situations like a traffic jam and disseminate data like position
and length of a traffic jam to other nodes in the network
as outlined in Figure 1. The dissemination as well as the
generation of the traffic information is based solely on car
to car communication without additional infrastructure. First
results were published in [1], [2]. The AutoNomos system
relies on single cars as nodes but needs to identify information
about road conditions rather than identifying the nodes where
this data was generated from and forwarded by.

In AutoNomos cars establish Hovering Data Clouds (HDCs)
in reaction to certain road conditions, e.g. the end of the
traffic jam depicted in Figure 1 as shaded cloud. HDCs are not
bound to cars that have generated them but observe the road
condition over time and hop from car to car when necessary.
HDCs disseminate data units to inform oncoming traffic. The
application controls the dissemination of these data units by
simple parameters like spatial or temporal validity.

We foresee many applications with the requirement to dis-
seminate news or other information of general interest through
a multi-hop network. The advantage of our approach is that
data is available automatically without the need for explicit
data requests. This is comparable to a push mechanism,
like video text, where information is pushed to the user.
However, our approach goes beyond that simple broadcast by
disseminating data adapted to the network characteristic.

The rest of the paper is organized as follows: Next section
discusses related work and existing solutions for data dissemi-
nation mechanisms and illustrates the need for a more efficient
solution. In Section III we introduce AutoCast in detail and
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compare it in Section IV to other basic approaches. We present
simulation results in Section V and address future challenges
after a short summary in Section VI.

II. RELATED WORK

Unicast is the most popular way of communication and can
be seen as the standard for Client-Server based communication
in the internet. Nowadays, using wireless multi-hop networks
many applications have different requirements and various
protocols and communication approaches have been developed
in the past to match new applications’ demands.

In sensor networks the communication paradigm shifts away
from the node-centric way where data is delivered between
nodes identified by addresses to a data-centric way of com-
munication. The basic idea of the data-centric communication
is that nodes subscribe to a type of data identified by a
unique name and receive data associated with this name as
shown in [3]–[5]. Since data is often sent to one or only
few sinks in sensor networks, approaches like [6] deal with
moving sinks while the rest of the network stays immobile.
In any case, routes between the originator of data and its
subscribers are needed to transport data through the multi-
hop network. All these approaches fail for the fast changing
network topologies in vehicular ad-hoc networks (VANETs).
Projects like [7] address the new challenges of VANETs but
often use data dissemination approaches limited to emergency
data. Like other examples as [8], [9] emergency notifications
are assumed to occur only rarely, statically and will be short-
lived. By contrast, our approach is able to handle numerous
data units in parallel, even when they are disseminated at
the same time to arbitrary directions and created at arbitrary
positions in the network.

Approaches that concentrate on disseminating traffic con-
ditions, like [10], [11], focus on the adaptation of broadcast
interval, e.g. according to the vehicle’s speed. The proposed
techniques are closely bound to specific applications with fixed
sized road segments and distinguish only between regular
communication and emergency data. In particular, they are
not designed for dynamic appearance and heterogeneity of
data units with individual life time and suddenly occurring
long-lived data that describes e.g. a traffic jam.

A further optimization to save bandwidth while ensuring
that every node gets as much data as possible is described
in [12]. Each data unit is represented by a hash value. In a
unicast approach, new data is sent after a three way handshake
comprising advertisement, request, and delivery of data units.

Each approach has its individual optimum working condi-
tion and is mainly created on the fly to solve a particular
problem. In the next chapter we will derive step by step a
generic optimized protocol for data dissemination inspired by
our AutoNomos application.

III. PROTOCOL

The proposed protocol AutoCast is targeted at applications
that need to communicate in a many-to-many manner, without
a need to set up an association or connections between network

nodes. In a traffic information system, each car contributes to
the knowledge of road conditions that may be important for
nearby cars.

In general, dissemination of data in mobile ad-hoc networks
can be achieved in two ways. This may either be by the
movement of network nodes (see [13]) or by multi-hop ad-
hoc communication between nodes. Because communication is
much faster than carrying data piggybacked on moving nodes,
it is preferred in most scenarios. However, node movement
can support communication in partitioned networks, e.g., by
using opposite-lane traffic for bridging gaps between cars.

Because ad-hoc networks already use a broadcast medium,
unicast communication is an artificial constraint. Sending
broadcast messages is more efficient than unicast messages,
gaining even more with increasing network density. Even if a
particular data unit is not useful for a node, it can assist in
further dissemination of the data unit.

The most intuitive technique is pure flooding, where each
node receiving a data unit rebroadcasts it exactly once and as
soon as possible. Flooding can be fast for fully connected
networks. However, the single-rebroadcast property causes
network partitions to stop data forever. As a consequence,
flooding cannot bridge communication gaps; in addition, it
jams the wireless channel in dense networks with a broadcast
storm [14].

A well-established method for disseminating data slowly
and more reliably, even when network partitions occur fre-
quently, is a periodic rebroadcast of received data with a short
delay. As described in [15] the protocol MILE is designed
for the exchange of location information. We enhance MILE
to work with generic data units instead of location informa-
tion. By randomly choosing several data units from all lo-
cally known data units when broadcasting, data dissemination
reaches an acceptable speed. The main drawback is that this
technique does not scale with increasing network density and
increasing number of data units in the network.

It can easily be seen from the detailed results in Section V
that both basic approaches have advantages and disadvantages.

In order to measure the best possible performance, we
introduce a theoretical protocol as benchmark. This protocol
assumes unlimited transmission rate, propagation speed of
light, and a perfect intuition of the sender as to which data
units need to be sent to which nodes, just in the moment
when they are able to receive them correctly. This happens
magically, especially when network partitions merge again
without any delay and additional communication overhead.

As a first improvement, we optimize MILE by reducing the
amount of data that needs to be transmitted periodically. The
idea is to use simple and well-known hash values. Nodes create
short hash values from data units, so-called IDs – sometimes
also called metadata – and send these instead of complete
data units. This complete list of IDs is broadcast periodically
by each node, together with a subset of data units. If a node
gets an incomplete list of IDs from a neighbor, it will add
the missing data units in its next periodic update packet. By
this simple extension we avoid an explicit request of missing
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data by individual nodes and thereby achieve an additional
reduction of bandwidth usage. The drawback is an increased
delay, as nodes add the content of the data units only when
other nodes within the transmission radius are found that do
not know about a particular data unit. We call this extension
MILE on-demand.

We combine the underlying ideas of flooding and MILE on-
demand for further reducing the communication overhead and
increasing the speed of data dissemination, as well as the data
delivery ratio. We call the new protocol AutoCast; it works as
follows, making use of two basic mechanisms.

Newly generated data units are flooded through the network
in the beginning, but only a portion of the nodes participate
actively in the flooding. Instead of using the magic numbers
of 60 % to 80 % as a forwarding probability (as suggested
in [16]), we adapt to the dynamics and irregularity of the
network. Nodes derive the forwarding probability from their
number of neighbors. To avoid broadcast storms, on average
only two nodes of those receiving a new data unit rebroadcast
it. It has been shown in [17] that on the average only about
40 % of the neighboring nodes receive the data unit for the first
time as 60 % of the nodes have received the previous broadcast
already. Consequently, a node with 10 neighbors forwards the
data unit with a probability of 2/(10 · 0.4) = 0.5, which is
according to the results of [16] for this scenario. However, the
forwarding probability for single nodes will decrease further
when network density increases, thus ensuring scalability. In a
traffic jam, the number of neighbors can reach 100 cars easily
where with our approach an individual node forwards data unit
with a probability of 5 %.

The second mechanism was introduced by MILE on-
demand: periodically rebroadcast IDs of elder data units,
because due to bad luck, flooding might stop sometimes
when several nodes do not forward data. Periodic rebroadcasts
are also important to reach locally consistent states in the
network, especially when new nodes join the network or
network partitions merge. Like the forwarding probability, the
rebroadcast interval also depends on the number of neighbors,
and in addition on the network dynamics. In a static network in
which nodes neither move nor appear, periodic rebroadcasting
does not help at all, as flooding already delivered the data units
to all reachable nodes. On the other hand, increasing speed
of nodes combined with frequent network partitioning will
force the update interval to reach zero, which means all nodes
broadcast permanently. Thus, the key issue is to determine
the optimal update interval; furthermore, how can individual
nodes calculate it on their own?

Assume that we know n as the size of a node’s one-hop
neighborhood. The waiting time until the next rebroadcast is
calculated as n/pref , where pref is a constant that describes
the desired number of broadcasts per second. We will explain
our choice of pref more detailed in Section V. A positive side-
effect is the following: cars driving near a network partition
boundary send twice the number of packets as cars driving
inside that partition, as border nodes have only half the
expected number of neighbors.

IV. SIMULATION SETUP

After having discussed five different approaches (including
the AutoCast protocol), we set up a simulation environment
to evaluate and compare them.

We have chosen a rather dynamic highway scenario with
varying network density and the influence of opposite-lane
traffic onto our protocol’s performance. Cars drive on a high-
way section of ten kilometers, with two lanes in each direction
and an average speed of 100 km/h. In order to reach realistic
node movements that will appear in VANETs due to individual
cars’ behavior, we decided to use the traffic simulator SUMO
(see [18]), which is based on the microscopic car following
model as described by Krauß in [19]. The mean distance
between two consecutive cars on one lane is around 110 m.
Taking all lanes into account leads to a mean car density of
36 cars/km. Because road density is hard to compare to other
simulation setups, Table I shows neighborhood sizes in our
setup that result from different fractions of cars equipped with
AutoNomos devices, so-called penetration rates.

The nominal duration of our traffic simulation is 26 min,
with an initial startup time of 10 min to spread the cars all
over the road. The last 16 min of the generated cars’ mobility
are stored into ns2-trace files, each with a different penetration
rate.

ns-2 [20] is used as network simulator for performance
evaluation of the different data dissemination protocols. All
simulations use standard IEEE 802.11 MAC-layer, with a radio
range of 250 m and a bandwidth of 1 Mbps in combination
with the Two-Ray Ground propagation model. Periodically, the
car driving closest to km 5 at the appointed time generates a
data unit. It is published all over the simulated road (5 km in
each direction). The lifetime of such a data unit is set to 50 s.

Each protocol is simulated with different penetration rates,
as shown in Table I, and between two and 50 data units that
need to be disseminated concurrently.

V. RESULTS

Figure 2 shows the results of the simulation, with each line
in the graph showing a protocol. In all plots the x-axis shows
the penetration rate of cars that participate in the VANET.
The left column shows the protocols’ behavior, if only two
data units are disseminated. Figures on the right show the
results for 50 concurrent data units. In order to leave enough
network capacity for other applications and protocols, data
dissemination should be optimized for low bandwidth; Figures
2(a) and 2(b) show the transmitted data per km, as concurrent
communication is possible if sending nodes have a distance of
more than four times the transmission radius. Figures 2(c) and
2(d) show the achieved speed of data dissemination. A fast
speed is preferable, because data units may comprise time-
critical data like emergency messages. To evaluate the success

TABLE I
AVERAGE NEIGHBORHOOD SIZES FOR DIFFERENT PENETRATION RATES.

penetration rate [%] 5 10 20 30 40 50 60 70 80 90 100
neighborhood size 0.9 1.8 3.6 5.4 7.2 9 10.8 12.6 14.4 16.2 18
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(a) Radio channel usage per km, 2 simultaneous data units
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(b) Radio channel usage per km, 50 simultaneous data units

 100

 1000

 10000

 100000

 1e+06

 10  20  30  40  50  60  70  80  90  100

Sp
ee

d 
[k

m
/h

]

Penetration rate [%]

theoretical
flooding

mile
mile on-demand

autocast

(c) Speed of data traffic, 2 simultaneous data units
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(d) Speed of data traffic, 50 simultaneous data units
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(e) Data delivery ratio, 2 simultaneous data units
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(f) Data delivery ratio, 50 simultaneous data units

Fig. 2. Simulation results comparing the different data dissemination algorithms for few data units (left column) and 50 data units (right column).

of data dissemination, Figures 2(e) and 2(f) present the amount
of successfully delivered data units.

The theoretical protocol sends a broadcast only if it will
successfully inform a car, so less than 4 kbit/s/km of bandwidth
are consumed in any case. With low penetration rate, the
bounding factor for data speed is almost completely the cars’
driving speed. As expected, it rises with increasing penetration
rate, up to more than 20000 km/h. This speed cannot be
achieved by any other protocol, as in reality there is a trade-
off between data speed, data delivery ratio and rebroadcasting
interval. The data delivery ratio shows that a reasonable
usefulness can be achieved with a minimal penetration rate of
30 % standing for 10.8 equipped cars per km. With a further
increase in the number of cars, the ratio of delivered data units

grows only marginally.
At first sight the flooding protocol performs surprisingly

well. It consumes few bandwidth and achieves a speed of
above 100,000 km/h. However, the poor data delivery ratio puts
that result in the right perspective as with pure flooding a data
unit will stay in its network partition. Consequently, flooded
data is delivered either very fast or never.

With regard to enhancing the data delivery ratio, in partic-
ular in the case of low penetration rates, the MILE protocol
achieves a remarkable improvement, approaching the theoreti-
cal results. If more data units need to be disseminated than fit
into one broadcast packet, the achieved data speed decreases
from nearly 1800 km/h to under 400 km/h, even in case of a
100 % penetration rate. Moreover, the data delivery ratio drops
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as well.
Due to the exchange of data unit IDs, the protocol MILE

on-demand can suppress the rebroadcasting of full data units
that are already known by cars in the direct vicinity. The
drawback of this method is a slight decrease in data speed,
because the sender needs to know about missing data units
before delivering them. Due to this effect MILE on-demand
performs worse than pure MILE in case of only few data
units. Nevertheless, the protocol’s performance remains stable
if more data units need to be handled. So far all protocols use
fixed broadcast intervals of 2 s. This results in a linear increase
of bandwidth usage when more cars participate in the VANET.

As mentioned in Section III, AutoCast produces a constant
number of broadcast packets per second (pref ), no matter how
many nodes generate them. In order to calculate pref for our
scenario, we analyze the MILE on-demand curve and find a
minimum of 60 % penetration rate for a data delivery ratio
above 90 %. With 10.8 neighbors, i.e., pref = 10.8 cars in the
neighborhood per 2 s, about 5 packets/s are transmitted. The
value of pref is a good choice for our scenario, but is definitely
not the optimum for all ad-hoc networks. This parameter needs
to be analyzed in more detail; we will address this problem
in future work. Nevertheless, bandwidth consumption remains
stable, independent of the network density, and depending only
on the number of concurrent data units. The data speed reaches
about 2000 km/h, enough to cross Germany in less than
30 min. The data delivery ratio gets close to the theoretical
protocol, so even the primary goal of reaching as many cars
as possible is achieved.

AutoCast clearly outperforms the other protocols and gets
close to the theoretical maximum with respect to data dissemi-
nation speed and data delivery ratio. Due to a limited network
overhead, it leaves enough room for additional applications
and protocols in the ad-hoc network.

VI. CONCLUSION AND FUTURE WORK

In this paper we illustrated the need for a new data dis-
semination mechanism serving a class of applications where
information is more important than originator and forwarders
as nodes do not know each other. This problem was not
addressed fully in the past so that we derive a solution for
this problem suitable for wireless networks as a trade-off
between data dissemination speed, communication overhead
and delivery ratio. We demonstrated the efficiency and the
potential of this general purpose approach in comparison to a
theoretical optimal reference. Assuming a 802.11 WLAN with
1 Mbps and high network dynamics as well as density, even
an amount of 50 concurrent data units consume less than 5 %
of the bandwidth, leaving enough room for many additional
protocols and applications.

We are currently working on the challenges that were not
focussed in this paper. Those comprise security and restricting
amount of data by aggregation to avoid jam in the data
network. An interesting problem still to solve is the optimal
choice of pref as the number of every second rebroadcasts in
the neighborhood, based just on local decisions. Finally, we

need to implement the overall functionality for the AutoNomos
project including global strategies for traffic regulation.
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