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Abstract. A tree t-spanner of a graph G is a spanning subtree T" of GG in
which the distance between every pair of vertices is at most ¢ times their
distance in GG. Spanner problems have received some attention, mostly
in the context of communication networks. It is known that for general
unweighted graphs, the problem of deciding the existence of a tree t-
spanner can be solved in polynomial time for ¢ = 2, while it is NP-hard
for any t > 4; the case t = 3 is open, but has been conjectured to be
hard.

In this paper, we consider tree spanners in planar graphs. We show that
even for planar unweighted graphs, it is NP-hard to determine the mi-
nimum ¢t for which a tree t-spanner exists. On the other hand, we give a
polynomial algorithm for any fixed ¢ that decides for planar unweighted
graphs with bounded face length whether there is a tree t-spanner. Fur-
thermore, we prove that it can be decided in polynomial time whether a
planar unweighted graph has a tree ¢-spanner for ¢t = 3.

1 Introduction

A t-spanner of a graph G is a spanning subgraph H of G in which the distance
between every pair of vertices is at most ¢ times their distance in G. We can think
of the “stretch factor” t as the relative price increase that may incur for individual
connections after replacing the network G by a cheaper subnetwork H. Spanners
were first considered in the context of practical motivations from communication
networks (see Peleg and Ullman [20], who introduced spanners to synchronize
asynchronous networks). They have also been used for simplifying geometric data
structures — see Chew [IT], Dobkin, Friedman, and Supowit [12], and Arikati et
al. [2]. Surveys of results on the existence and efficient constructibility can be
found in [I9] and [23].

Depending on the objective for choosing a subnetwork, various kinds of span-
ners have been considered — see the list of references for a selection of variants.
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Since the main motivation is to obtain a network of small total weight, particu-
lar attention has focused on tree spanners, where the subnetwork H is minimal
with respect to edge removal. As Cai [8], and Cai and Corneil [10] showed, the
problem of deciding the existence of a tree t-spanner in an unweighted graph G
can be solved in polynomial time for ¢ = 2; on the other hand, the problem is
NP-complete for any ¢t > 4. The case t = 3 is still open, but it was conjectured
in [I0] to be NP-complete.

As noted above, spanners have been considered in the context of geometric
distance queries — see [11J12J2]. Since planar graphs form a particularly well-
understood class of sparse graphs with a number of structural and algorithmic
properties that make them interesting as spanners, the focus of those works has
been on planar spanners, where the spanning graph H is required to be planar.
Also, see Brandes and Handke [7] for a proof that it is NP-hard to determine a
minimum weight planar ¢-spanner in a graph. They also showed that determining
a minimum weight t-spanner in a planar graph is an NP-hard problem.

Between considering tree spanners in general graphs and planar spanners in
general graphs, it is natural to consider tree spanners in planar graphs. Not
only does this allow a better understanding of the properties of graph spanners,
but results on the stretch factors of tree spanners in planar graphs combine
with bounds on the stretch factors of planar spanners in general graphs to yield
estimates on tree spanners in general graphs.

In this paper, we show that deciding the existence of a tree ¢-spanner in a
graph G is NP-complete, if ¢ is part of the input, even when restricted to the
situation where G is planar and unweighted. On the other hand, we prove that
this problem can be solved in polynomial time for planar unweighted graphs
with bounded face length and fixed t.

For some purposes, not all pairs of connections have the same importance.
This motivates the concept of s,¢-spanners: For a partition of E(G) into two
given sets of edges F; and F», a tree s, t-spanner consists of edges in E;, and
it replaces any edge (v1,v2) € E; by a path of at most s times its length, and
any edge (v1,v2) € Eo by a path of at most ¢ times its length. We show that for
fixed s and t, the existence of a tree s,t-spanner in planar unweighted graphs
with bounded face length can be checked in polynomial time. By a detailed
analysis of the neighborhood structures of planar graphs with tree 3-spanners,
we are able to show that a planar graph has a tree 3-spanner, iff it is a subgraph
of a planar graph with bounded face length that has a tree 3,12-spanner. This
implies a polynomial algorithm for deciding whether a planar graph G has a tree
3-spanner.

The rest of this paper is organized as follows: In Section 2, we introduce some
basic concepts. Section 3 sketches the NP-completeness of deciding the existence
of a tree t-spanner in a planar graph. In Section 4, we describe the polynomial
algorithm for deciding whether a planar graph with bounded face length has a
tree s,t-spanner. Section 5 gives an overview of the polynomial algorithm for
deciding whether a planar graph has a tree 3-spanner. In Section 6 we conclude
with some open problems.
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2 Preliminaries

Throughout this paper, we use the terminology of Bondy and Murty [5]. A graph
G has edge set E(G) and vertex set V(G); we may simply write E and V when
the meaning is clear. If H is a subgraph of G, then G — H denotes the graph
obtained by deleting from G all edges of H. For a pair of vertices v; and vs in
a connected graph G, we denote the length of a shortest path from v; to vy by
de(v1,v2). We will concentrate on the case of unweighted graphs without loops,
so for any edge (v1,v2) € E(G), we have dg(v1,v2) = 1. For a planar graph G,
we write G* for the dual graph. For S C V, the number of the edges leaving
S in the graph G is denoted by dg(S). For S C V, we denote by N(S) the set
of neighbors of S, i.e., the set of vertices v € V '\ S with a w € S, such that
(v,w) € E. For a set of vertices S C V, the subgraph induced by S is denoted
by G[S].

For a real number ¢ > 1, a subgraph H of a connected graph G is a t-spanner
if dg(vy,v9) <t-dg(vy,v9) for all v1,ve € E(G). A tree t-spanner is a t-spanner
that is a tree. The parameter t is called the stretch factor; the smallest value ¢
for which a graph G has a tree t-spanner is called the tree stretch index of G,
denoted by or(G). It was shown in [10] that the following holds:

Lemma 1 A subgraph H of a connected graph G is a t-spanner, iff for all edges
(v1,v2) € E(G) — E(H), we have dg(v1,ve) <t

This allows us to consider only integer stretch factors for unweighted graphs.
If the condition dp(v1,vs) < t is satisfied for a particular edge e = (vq,v2) €
E(G)—E(H), we say that e has a short detour in H; for the case of tree spanners
T, there is a unique corresponding shortest path, denoted by pr(e).

3 An NP-Completeness Result

It was shown in [10] that it is NP-complete to decide whether op(G) <t for a
general unweighted graph, as long as ¢ > 4. In this section, we sketch our proof
that it is NP-complete to decide o7 (G) < t for a planar unweighted graph, where
t is part of the input. Our reduction is from a special subclass of 3-SAT instances,
called PLANAR 3SAT, which was shown to be NP-complete by Lichtenstein [16].

A 3SAT instance [ is said to be an instance of PLANAR 3SAT, if the following
bipartite graph Gy is planar: Every variable and every clause in [ is represented
by a vertex in Gi1; two vertices are connected, if and only if one of them represents
a variable that appears in the clause that is represented by the other vertex. See
Figure [ (a) for an example.

In the following, we sketch the necessary gadgets for our hardness proof.
Details are contained in the full version of the paper, see also [15].

3.1 The Basic Setup

In a first step, the graph Gy is transformed into a graph G’. As shown in Figure[I]
each set of three edges adjacent to the same clause vertex is replaced by three
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Fig.1. (a) The graph G representing the PLANAR 3SAT instance (z1 V z3 V
zg) A (T1V T2V xg) A (T3 V 24V T5); (b) The transformed graph G

paths of length 4. From this graph G, any spanning tree 7" is chosen. This
spanning tree has a certain stretch factor ¢, which is polynomially bounded by
the size of I.

For the second step, we add edges and vertices to G to get a graph G7. In
particular, we use the gadgets shown in Figure Blto make sure that for t = ¢ +1,
all the edges of T" must be contained in a potential tree t-spanner of G7, if there
is one.

The gadget shown in (a) has been used extensively in the proofs of [I0]
and [7]. It is easy to see that any tree 5-spanner of the graph G shown in the
figure must contain the edge e. In the following, edges forced in this way are
indicated by bold drawing.

(2

Fig. 2. (a) A forced edge; (b) a forced pair
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Figure 2] (b) shows another gadget that can be used for forcing one out of
two edges: Any tree 3-spanner must contain e and precisely one of the two edges
e; and es.

In a third step, components for clauses and variables are added to G7. The
following two subsections give a rough description of their design and properties.

3.2 Gadgets for Variables

Figure Blshows the gadget G4, for representing variables. It consists of a central
“variable” vertex v, connected to “literal” vertices vi, 71, ..., vs, Us. v; and T;
are connected by an edge w® that is forced by two paths of length t. 7; and
v;+1 (indices modulo s) are connected by a path of length ¢ — 2, containing the
L (4i1) (3,i+1) (4D .
vertices v, w, yeoy W s 7 vig1. The edge f; = (U7, wy ) is not forced,
all other edges of the path are. Connections to the outside, i.e., to the rest of
the graph, are at the literal vertices.
Furthermore, no two literal vertices are adjacent and there is no outside
vertex that is connected for all 1 < i < s to at least one af the vertices v;, v;.

Fig. 3. Variable component G,

Using straightforward induction, it is not hard to prove the following:

Lemma 2 A tree t-spanner of a graph containing G,q, cannot contain any of
the edges f; and must contain precisely one of the edges e;, €;. Furthermore, e;
1s contained iff all e; are contained.

Containment of e; or €; corresponds to a truth assignment of the represented
variable.
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3.3 Gadgets for Clauses

Due to space limitations, we cannot give full technical details of the clause gad-
gets, but the basic idea is shown in Figure[d (a). Figure @l (b) shows the general
layout for combining clauses and variables.

(a) (b)

Fig. 4. (a) Idea of the clause component, shown for (z1 VZzVT3); (b) combination
of clause gadgets (triangles) with variable gadgets (circles)

Around a central node ¢, we group three forced paths of appropriate length,
starting with edges (¢, u1), (¢, u2), (¢, uz). These paths connect to literal nodes
of the corresponding variables. The choice of path lengths, forced edges, forced
pairs and connections to variable components is done in a way that forces ¢ to
be a leaf of a tree t-spanner, if there is one. Furthermore, the existence of a tree
t-spanner hinges on the existence of short detours pr(c, u;), pr(c, u;) for the two
edges (¢, u;), (c,u;) adjacent to c that are not contained in a spanner 7'.

FEach non-true literal forces an extra edge into a potential short detour
pr(c,u;). The path lengths are set up in a way that allows one extra edge,
but not two of them. This forces at least one satisfying literal to be in each
clause. Conversely, if there is a truth assignment, we can keep ¢ connected to
the path that leads directly to the satisfying literal, making sure that there can
be at most one extra edge for the detours pr(c,u;), pr(c,u;).

We summarize:

Theorem 3. It is NP-complete to decide op(G) <t for planar unweighted gra-
phs G and integers t.



304 S.P. Fekete and J. Kremer

4 Planar Graphs with Bounded Face Length

In this section, we show that deciding the existence of a tree t-spanner in a
planar graph with all faces of bounded length can be performed in polynomial
time.

For this purpose, we introduce the notion of a c-cut tree in a graph:

Definition 4 Let T be a spanning tree in a graph G. Removing any edge e € T’
splits T into two connected components, inducing a partition of the vertex set
into Pr(e) = (Vp(e),Vi(e)). We say that T is a c-cut tree in G, if for alle € T,
0 (V(e))| < c.

It is straightforward to show that the following holds:
Lemma 5 A planar graph G has a tree t-spanner, iff G* has a (t + 1)-cut tree.

Furthermore, we can establish the following constructive characterization of
c-cut trees:

Lemma 6 A planar graph G has a c-cut tree, iff there is a “rooted nested family”
F C 2V x V with the following properties:

1. (V,r)€F foranreV

2. resS forall (S,r)el,

3. 16c(S)| < ¢ for all (S,r) € F,

4. for all (S1,71), (S2,72) € F we have S; C Sy or S; CV '\ So,

5. for all (S,r) € F there arel > 1 and (S;,r;) € F, 1 <i¢ <1, with S\ {r} =
usS; and (r,r;) € E.

The vertex sets S correspond to the subsets of a partition induced by the
removal of an edge e € T from T, while r € S is the vertex adjacent to e. The
proof is straightforward and omitted.

Using the characterization from Lemma [} we get the following result:

Theorem 7. For fized t, it can be decided in polynomial time for planar un-
weighted graphs G with bounded face length whether or(G) < t.

Sketch: Consider the existence of a rooted nested family F' of G* as descri-
bed in Lemma [@. Since ¢ is fixed, there are only polynomially many possible cuts
in G* of size not larger than ¢+ 1, implying we only have to consider polynomi-
ally many sets (9, r) that can be used for F. Since all faces in G have bounded
length, the dual graph G* has bounded degree, so there is a polynomial number
of possible partitions for any (S, 7). Using dynamic programming and proceeding
by increasing size of S, we can decide the existence of a rooted nested family as
described in Lemma [Bl in polynomial time.

O

As described in the introduction, the concept of tree t-spanners can be gene-
ralized:
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Definition 8 Let G be a graph with E(G) = E1UE,. Then a spanning tree T
of G is a tree s,t-spanner for G = (V, E1UE3), iff T is a subgraph of (V, E1),
and for all edges (v1,v9) € E1 — T, we have dr(vy,v2) < s, and for all edges
(v1,v2) € Ea — T, we have dr(vy,vs) < t.

With an analogous approach to the one for tree t-spanners, we can establish
the following result for tree s, t-spanners:

Theorem 9. For fized s and t, it can be decided in polynomial time for planar
unweighted graphs G = (V, E1UE3) of bounded face length, possibly with multi-
edges, whether there is a tree s,t-spanner.

5 Deciding the Existence of Tree 3-Spanners in Planar
Graphs

In this section, we sketch the polynomial algorithm for deciding whether a planar
unweighted graph G has a 3-spanner. The key idea is to add a set of edges E’ to
obtain a graph G<4 with face length bounded by 4, such that G<4 = (V, EUE")
has a tree 3,12-spanner, iff G has a tree 3-spanner. The existence of a 3,12-
spanner in G<4 can be decided in polynomial time by the algorithm from the
previous section.

If there is no face of length more than 4, we are done, so consider a face
bounded by the chordless cycle C' = vy, ...,vs with |C] > 5. Now assume there
is a tree 3-spanner in G. Since |C| > 5, for any edge ¢ = (v;,v;41) in C — T,
there must be a path in 7" that is not longer than 3 and not fully contained in
C. The different possibilities for such a path are shown in Figure[5.

Fig. 5. Different possibilities for a short detour pr(v;, viy1) of an edge (v;, v;i41)
inC-T

Now we can analyze the structure of 7" in the neighborhood of C': consider
the edges in pr(v;, vi+1) — C. It is not hard to see that each of these edges must
be contained in pr(vj,v;y1) for an edge (vj,vj41) € ((C—1T) — (vs,v541)), since
T cannot contain a cycle. Because pr(v;,v;j41) contains at most three edges,
(vj,vj4+1) is adjacent to (v;,vi41) or both are adjacent to the same edge in C'.

From this, we can derive the following lemma:



306 S.P. Fekete and J. Kremer

Lemma 10 Let G be a planar graph with a tree 3-spanner T. If C' is a chordless
cycle in G, |C| > 5, then there is a “semi-dominating” tree Te in T, such that

1. C is “weakly dominated” by V(T¢), i. e., for any vertex v; € C, v; is adjacent
to Tc, or both its neighbors v;i—1 and viy1 are.

2. If a vertexv € C is not adjacent to T, then both of its neighbors are adjacent
to the same vertex of Tc.

Furthermore, for a given cycle C that bounds a face F of G, the semi-dominating
tree is uniquely determined.

An example is shown in Figure[@. Bold lines show the semi-dominating tree.

Fig. 6. A long chordless cycle C' in G and a semi-dominating tree T¢

Now consider a vertex u € T¢ as shown in Figure [ If u does not weakly
dominate C (which would imply v = T'), then it induces a subdivision (called
the u-subdivision) of C' as follows. Let D; be a maximal path weakly dominated
by u. The first vertex of D; is denoted by d”, the last by df. Between any two
D; and D; 41, there is a path P;, consisting of vertices that are non-adjacent to
u. Clearly, any P; must contain at least two vertices. For any 4, let P} be the
path (dz, PZ‘, d?Jrl), while 131-2 is the path (Di+17 PZ‘+1, ey Pi—la Dz)

Now we insert a set E’'(u) of new edges as follows. For any 4, insert the edge
(d!,dl',,) — shown by broken lines in Figure [ This yields a face F(u) that is
dominated by u. This face is then triangulated by further new edges. Using the
structure of the semi-dominating tree, we can show that the face bounded by C
is subdivided into faces of length at most 4. Furthermore, the end vertices of the
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Fig. 7. A vertex u in a semi-dominating tree T, its u-partition, and the subface
F(u)

new edges are connected by paths with at most 12 edges in a tree 3-spanner T' of
G. Note that in the process of introducing new edges, we may create multi-edges.

After inserting a new chord for any chord of a face, this subdivision is carried
out for every face that is bounded by a chordless cycle C' with more than four
edges and for all vertices of the semi-dominating tree T of C. Eventually we
get the planar supergraph G<4 with the desired properties.

Conversely, any tree 3,12-spanner in the expanded graph (V, E(G)UE’) in-
duces a tree 3-spanner in G. (Full details can be found in [15].)

The following definition and Lemma [2lshow how to find a semi-dominating
tree of a cycle in polynomial time. Once the semi-dominating trees are found,
the procedure of inserting the edges, and testing for the existence of a tree 3, 12-
spanner yields a polynomial algorithm — recall Theorem [GL

Definition 11 Let u € N(C) be a vertex that does not weakly dominate the
cycle C'. Let Dy, Py, ..., D,, P. be the u-subdivision of C.

A vertex w € N(C) is an independent C-neighbor of u, if it is adjacent to u
i G and if there is an index 1 < i < 1 such that the following conditions hold:

1. There is a path of at most two edges in G that connects w with a vertex of
Pi; and

2. there are vertices wl', wt from P} that are adjacent to w in G and vertices
ul, ut from P? that are adjacent to u in G, such that wl, wt, u?, and u!

are pairwise disjoint and ufwt, wiul € E(C) holds.

(Note that the path does not contain vertex u, since u is not adjacent to any
vertex in P;.)
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The set of all independent C-neighbors is denoted by N(C,u). A vertex w €
N(C) is a C-successor of u, if there is a path (wg,wy, ..., w, with wy = wu,
wy, = w, such that for any 1 < i < k, the vertex w; is an independent C-neighbor
of wi—1. The set of all C-successors is denoted by D(C,u).

Lemma 12 Let C' be a cycle in a planar graph G, and let u be adjacent to a
vertezr in C.
If C has a semi-dominating tree To containing u, then

Te = G[D(C,u)] — {(v,w) : w & N(C,v)}.
Summarizing, we get

Theorem 13. We can decide in polynomial time whether a planar unweighted
graph G has a tree 3-spanner.

6 Conclusion

In this paper, we have shown that for planar graphs, it is possible to decide
the existence of a tree 3-spanner in polynomial time. Our method makes strong
use of planarity, yet the resulting algorithm is rather complicated. It has been
conjectured that deciding the existence of a tree 3-spanner is an NP-complete
problem, and our impression from the experience with planar graphs seems to
support this belief.

On the other hand, we could prove that deciding the existence of a tree
t-spanner is NP-complete, as long as t is part of the input. The complexity
for fixed t is unclear, but there may be a polynomial method of deciding the
question, possibly using a combination of dynamic programming and an analysis
of neighborhood structures, as we did for the case ¢ = 3. Unfortunately, this
analysis appears to become rather tedious even for ¢t = 4.
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