
An Optimized TCP for Internet Aess ofVehiular Ad Ho NetworksMar Behler, Sven Jaap, and Lars WolfTehnial University of BraunshweigInstitute of Operating Systems and Computer Networks[behler|jaap|wolf℄�ibr.s.tu-bs.deAbstrat. Communiation e�ieny at the transport layer is of spei�importane for ad ho networks. Espeially in vehiular ad ho networks,vehiles will have a temporary and rather short-lived onnetivity to theInternet, whih has to be utilized e�iently. In this paper, we propose aTCP-based transport protool alled MCTP that is optimized for the In-ternet aess in vehiular environments. Therefore, MCTP is ombinedwith split performane enhaning proxy arhitetures, where a proxyseparates the end-to-end TCP onnetion. This enables the deploymentof optimized transport protools while maintaining interoperability withTCP used in the Internet. For the evaluation, we emulated the om-muniation harateristis of a �typial� vehiular senario. This learlyshows the advantages of MCTP over traditional approahes; the overalldata throughput is signi�antly higher when MCTP is used for ommu-niation between vehile and proxy. The evaluation also emphasizes theusefulness of performane enhaning proxies in vehiular environments.1 IntrodutionCommuniation in vehiular environments will beome very important and ru-ial for the future development in the automotive domain: it is onsidered as akey tehnology to inrease tra� safety sine vehiles will be able to distribute lo-al information to other vehiles on the road. For example, emergeny situationslike an aident or a ongestion behind a bend an be transmitted to sueed-ing vehiles. This way, the vehiles are able to slow down their speed in time.A key tehnology for inter-vehile ommuniation (IVC) is multi-hop ad honetworking. Thereby, vehiles establish vehiular ad ho networks (VANETs),whih enable the loal exhange of information without the need for infrastru-ture omponents like base stations. Examples for IVC systems are the FleetNetommuniation system [1℄ or CarNet [2℄.With the introdution of VANETs, passengers also expet infotainment ser-vies as well as the aess to Internet servies using the IVC system. The transi-tion between vehiles and the Internet is ahieved by gateways installed on theroad-side. The gateways thus provide a temporarily restrited aess to the Inter-net for the passing vehiles traveling in a (spei�ed) area around the gateways.Appliation senarios are manifold, as illustrated by the following examples:



� businessmen likely want to send and download emails, and they may syn-hronize their personal information appliations with their o�e systems,� the navigation unit of a truk may want to ommuniate with the ompany's�eet management system in order to exhange time sensitive information.In order to aess Internet servies, VANETs must be integrated into the In-ternet. This integration is typially ahieved by performane enhaning proxies.For example, �g. 1 depits the proxy arhiteture used for the Internet integra-tion of the FleetNet IVC system [3℄. Thereby, the VANET has onnetivity tothe Internet through gateways, whih are itself onneted to a gateway network.A proxy loated at a �xed position in the Internet hides the harateristis ofthe VANETs and, thus, brings together the VANET and the Internet. The proxyalso separates the end-to-end TCP onnetion into two segments: ommunia-tion between proxy and Internet hosts using standard TCP, and ommuniationbetween vehiles and proxy. This way, highly optimized transport protools anbe used for ommuniation between proxy and vehiles in order to improve om-muniation e�ieny.
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NetworkFig. 1. Vehiular ommuniation senarioIn this paper, we propose a TCP-based transport protool alled MCTP(Mobile Control Transport Protool), whih is optimized for proxy-based om-muniation arhitetures used in vehiular environments. We desribe the basiprotool mehanisms used in MCTP and ompare its performane with tradi-tional approahes in a test environment that emulates the harateristis of atypial ommuniation senario on a highway.In the following, we �rst desribe related work on improving TCP perfor-mane in setion 2. Setion 3 introdues our transport protool MCTP, whih isevaluated in setion 4. Finally, setion 5 onludes this paper.2 Related WorkTCP was developed for networks with a �xed topology. This way, it works wellin wired networks and provides an aeptable performane in terms of datathroughput. However, the harateristis of mobile networks like VANETs dif-fer fundamentally from wired networks: On the one hand, vehiles are highlymobile and therefore the topology of the VANET is subjet of permanent re-on�gurations and partitionings. On the other hand, ommuniation is based



on wireless radio tehnology, whih shows high variations in the transmissionquality. Internet aess also will not be available ontinuously resulting in po-tentially long periods of disonnetions. Several studies investigated the impatof these aspets on the performane of TCP. The investigations showed thatTCP provides poor throughput in multi-hop ad ho networks although a higherthroughput might be possible in theory [4℄. The performane degradation mainlyresults from the onservative �ow and ongestion ontrol mehanisms deployedin TCP. For example, TCP interprets transmission errors as a ongestion situ-ation and thus redues the throughput. The algorithms used are slow start andongestion avoidane [5℄. Over the years, TCP was enhaned by several new pro-tool features. TCP Reno introdued fast retransmit/fast reovery, whih wasfurther improved in TCP New Reno aording to RFC 2582. Furthermore, TCPwas enhaned by seletive aknowledgements (RFC 2018). These extensions arealready integrated in TCP implementations of ommon operating systems likeLinux. However, suh extensions do not solve the basi problems of TCP inmobile environments. This way, TCP still provides a poor performane in theVANET senario, i.e. for ommuniation between a vehile and the proxy [3℄.In order to improve end-to-end ommuniation e�ieny at the transport layer,related work an be lassi�ed into three ategories (RFC 2757): (i) pure on-gestion ontrol modi�ations, (ii) utilization of information from intermediatesystems, and (iii) ompletely new transport protools not based on TCP. Wedo not onsider snoop-based approahes sine they are not expeted to providesigni�ant improvements in networks with a high frequeny of hando�s.An obvious way to inrease performane is to modify the ongestion ontrolin TCP. A notieable amount of work tries to predit di�erent situations basedon loal information. With the help of this information, the ongestion ontrolalgorithms of TCP are modi�ed to reat aordingly depending on the preditedsituation. Several approahes like TCPWestwood [6℄ try to estimate the availablebandwidth in an intelligent way, whih is used to optimize the TCP �ow ontrol.Other approahes like TCP DOOR [7℄ modify the ongestion ontrol based on thearrival of out-of-order pakets, or they even examine inter-paket arrival timesfor using a rate-based ongestion ontrol mehanism (e.g., Wireless TCP [8℄).Approahes like ADTCP [9℄ additionally measure short term throughput, paketloss ratio, and paket out-of-order delivery ratio, and they use a modi�ed TCPstate mahine to reat e�iently in these situations. Another ommon solutionis to ompletely modify the algorithms used for slow start, ongestion avoidane,and various timeout alulations like, e.g., TCP Vegas [10℄. Approahes like ATP[11℄ ompletely replae the ongestion ontrol of TCP by di�erent algorithms.In Freeze-TCP [12℄, the reeiver noti�es the sender in ase of an impendingongestion. The sender then �freezes� TCP to prevent further transmissions.A general drawbak of this ategory is that preditions about potential on-gestion situations are based on loal information, whih may not re�et theurrent state of the VANET. This mispredition potentially redues TCP perfor-mane. Moreover, the ongestion ontrol algorithms do not provide mehanismsto handle both short-term and longer-term periods of disonnetions.



The seond possibility is to utilize information from intermediate systems,if the network is able to detet di�erent situations. A ommon mehanism isExpliit Congestion Noti�ation (ECN, RFC 3168), where intermediate nodesare able to detet pending ongestions and signals them to the ommuniatingend systems. This way, an ECN-enabled TCP may use this information to opti-mize ommuniation e�ieny. The utilization of information from intermediatesystems is a promising approah to improve TCP in VANETs. The network in-formation provides a better auray of the estimations ompared to the predi-tions of pure ongestion ontrol modi�ations. This onept impliitly inludesthe onsideration of noti�ations, whih enables TCP to reat quikly to varioussituations in the network. However, TCP extensions like ECN basially do notsolve the general problems of TCP in VANETs sine these approahes are stillbased on exponential bako� timers to alulate the retransmission timeouts.This mehanism is not suitable to handle long-term disonnetions from the In-ternet appropriately sine they may ause either a reset of the TCP onnetionor a long reovery phase after a reonnetion to the Internet.The third ategory omprises transport protools not based on TCP. A typi-al example is the Stream Control Transmission Protool (SCTP, RFC 2960). Inontrast to TCP, the onnetion-oriented SCTP supports multi-streaming andmulti-homing apabilities. This ategory is not disussed further on sine suhprotools do not provide a soket-like API, whih requires new network pro-gramming paradigms that aggravate the deployment of existing appliations invehiular environments.3 MCTPAn optimized transport protool for vehiular environments must be able to dis-tinguish between error-prone links and network ongestions in order to handlepaket losses appropriately. Moreover, it must be able to utilize information fromboth intermediate systems and from underlying protools. This is neessary foran e�ient treatment of both short-term network partitions and longer-term pe-riods of disonnetions from the Internet. However, none of the existing relatedwork ful�ls these requirements su�iently. This way, we developed the trans-port protool MCTP (Mobile Control Transport Protool) for ommuniationbetween vehiles and a �xed proxy in the Internet. MCTP ombines several TCPenhanements proposed in setion 2. Its ore funtionality belongs to the at-egory of utilizing information from intermediate systems, whih is extended bymodi�ations of the TCP ongestion ontrol mehanisms. In general, MCTP isbased on the priniples of Ad Ho TCP (ATCP [13℄), whih relies on informationon pending ongestions in the network. This idea is ombined with an approahsimilar to TCP Feedbak [14℄ and TCP Stop-and-Go proposed by Ritter [15℄.Like ATCP, MCTP implements a sublayer between TCP and IP as depited in�g. 2. The basi priniple of MCTP is that it observes the IP paket �ow betweensender and reeiver in order to reat appropriately. Therefore, MCTP onsidersnoti�ations from underlying protools as well as from intermediate systems:



� ECN indiates pending ongestions deteted by intermediate systems.� Intermediate systems indiate a partitioned network using ICMP destinationunreahable messages. This information is relevant for loal ommuniationbetween vehiles only, i.e. for ommuniation without Internet aess.� The mobility management protool [16℄ we used is able to notify MCTP inase of disonnetions very e�iently.
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MCTPFig. 2. MCTP in the TCP/IP modelThe available information enables MCTP to distinguish between link errors,ongestions, network partitions, and disonnetions from the Internet. Besidesthe available information, MCTP also takes into aount events aused by TCPitself. Suh events are the retransmission timeouts for segments and the arrivalof (dupliate) aknowledgements for suessfully transmitted segments. Basedon this knowledge, MCTP ontrols the transmission proedure of TCP in dif-ferent situations by ontrolling retransmissions and timeouts, and by probingfor the network harateristis. MCTP therefore implements its own protoolstate mahine, whih omes into operation after TCP suessfully established aonnetion between the end systems.
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3.1 MCTP Protool State MahineA basi feature of MCTP is that it expliitly di�erentiates between segmentlosses aused by ongestion and segment losses aused by single transmissionerrors for ongoing onnetions. MCTP also distinguishes between a partitionednetwork and a disonnetion from the Internet in ase of temporary ommunia-tion breakdowns. A partitioning appears only if a vehile ommuniates with an-other vehile via multi-hop ommuniation, whereas disonnetions our when avehile ommuniates with a proxy in the Internet. This way, both states an beseen as orthogonal from eah other. Fig. 3 shows the protool state mahine. Thestates NORMAL, LOSS, and CONGESTED are the ommon operation modesof MCTP in ase a data �ow is possible. PARTITIONED and DISCONNECTEDare only entered when ommuniation is broken.An important goal of MCTP is to minimize the number of TCP slow startsaused by segment losses. A TCP sender onsiders a segment as being lost inthe following ases:� reeipt of three dupliate aknowledgements (DupAk) for a segment,� a retransmission timeout (RTO) ours for a segment.In the NORMAL state, MCTP ounts the number of DupAks reeived fora segment. If ECN does not indiate a pending ongestion, a segment loss waslikely aused by a transmission error. If MCTP reeives two DupAks for asegment in this situation, it enters the LOSS state. Sine the TCP ongestionontrol reats only after the third DupAk, it does not interfere with MCTP inthis situation. Similarly, MCTP enters the LOSS state if an RTO expires. In theLOSS state, MCTP fores TCP to freeze its state temporarily. This way, TCPdoes not invoke ongestion ontrol, whih would be the wrong thing to do inthis situation. Instead, MCTP retransmits the unaknowledged TCP segment.It therefore ontrols the retransmission timers for the segment aordingly. If anaknowledgement for the segment arrives from the ommuniation peer, MCTPforwards the aknowledgement to TCP, whih also reovers TCP, and returnsto NORMAL. A di�erent situation ours when ECN indiates a pending on-gestion in an intermediate system. Then, MCTP swithes to CONGESTED anddoes nothing: hene, MCTP leaves the ongestion ontrol ompletely to TCP,whih handles this situation very e�iently. After the TCP sender transmits anew segment, MCTP returns to NORMAL. This operation mode is similar toATCP. Di�erenes our in the handling of DupAks; whereas ATCP waits forthree onseutive DupAks, MCTP only waits for two DupAks. Furthermore,MCTP is not based on TCP Reno but uses TCP New Reno with an improvedfast retransmit/fast reovery mehanism and seletive aknowledgements.Vehiular mobility may stall ongoing onnetions in the VANET for a tem-porary period of time. These ommuniation disruptions are typially ausedby a network partitioning or if a gateway beomes unavailable and an alterna-tive gateway annot be disovered. MCTP onsiders these two situations andontrols TCP appropriately in order to improve the reovery after a onne-tion breakdown. The PARTITIONED state represents a network partitioning



that is relevant for inter-vehile ommuniation only. In ontrast, the DISCON-NECTED state is entered when the vehile gets disonneted from the Internet(i.e. the proxy). In ase of a network partitioning, an intermediate vehile willthrow an ICMP destination unreahable message if it detets a broken link.If MCTP reeives this ICMP message, it moves into the PARTITIONED modeand freezes the urrent state of TCP. Additionally, it performs a window probingmehanism similar to the zero window probing used in TCP. Thereby, MCTPprobes the onnetion with onstant period (the last RTO value). This is in on-trast to TCP, whih would exponentially bako�s the probing period. If MCTPreeives a DupAk from the reeiver, the onnetion is apparently reestablishedand ommuniation an be ontinued. In this ase, MCTP reovers TCP, ati-vates the slow start phase of TCP without reduing the slow start threshold,and moves itself bak to NORMAL. The PARTITIONED state is also enteredfrom the LOSS state and the CONGESTED state upon reeiving an ICMP des-tination unreahable message. The expliit probing of the onnetion in ase of anetwork partitioning is optional sine it annot be assumed that a loation-basedad ho routing protool an detet the reestablishment of the end-to-end routes.The PARTITIONED mode is of relevane for inter-vehile ommuniationonly. This mode is similar to ATCP; di�erenes between MCTP and ATCP o-ur in the probing and freezing mehanisms. The PARTITIONED mode is notused when a vehile ommuniates with a host in the Internet. In this ase, themobility management protool is able to detet disonnetions very e�iently[17℄. If a vehile looses ontat to a gateway, MCTP is noti�ed about the dison-netion and swithes into the DISCONNECTED mode. In this mode, MCTPompletely stops the TCP transmissions and freezes RTO timers. Both TCPand MCTP remain in this state until MCTP is noti�ed about the availabilityof a new gateway. It then restores TCP and moves itself bak to NORMAL. Inaddition, MCTP ativates the slow start phase of TCP without modifying thethreshold for the slow start. This allows TCP to onverge its data rate to the newsituation. Finally, MCTP triggers TCP to retransmit queued segments immedi-ately. If suh segments are not available, MCTP sends two aknowledgements inorder to generate a DupAk.4 EvaluationThe goal of the evaluation is to determine the performane of our MCTP Linuximplementation together with the ommuniation harateristis of a typialVANET senario. The VANET ommuniation harateristis were modeled bythe NISTNet emulator, whih shapes network tra� �ows aording to on�g-urable parameters like bandwidth, delay, jitter, paket drop rate, and paketdupliation rate. Fig. 4 shows our test environment onsisting of �ve onnetedLinux hosts: on the left-hand side, the mobile node (MN) represents the vehilethat ommuniates via the proxy (middle) with a orrespondent node (CN) inthe Internet on the right-hand side. The VANET emulator between MN and



proxy emulated the ommuniation harateristis a vehile experiened, and aseond emulator between proxy and CN emulated the Internet harateristis.
MN Proxy CN

NISTNet
VANET Emulator

NISTNet
Internet EmulatorFig. 4. Test environment used for the evaluationThe ommuniation harateristis in the Internet are highly omplex, whihmake the realisti model almost impossible for the Internet emulator. Instead,we used the following parameters derived from investigations in [18℄:� The bandwidth between proxy and CN is assumed to be higher omparedto the bandwidth in the VANET.� The delay is assumed to be 200ms with a jitter of ±10ms.� The IP paket error rate is 0.2%. Dupliates are not assumed.
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Fig. 5. Highway segment assumed for evaluationThe VANET emulator models a highway segment with a high tra� �ow asdepited in �g. 5. Thereby, Internet aess is provided by two gateways. TheVANET emulator models the ommuniation harateristis a vehile v expe-rienes while passing this segment. Due to multi-hop ommuniation with anassumed transmission range of 100m, v is able to ommuniate with the Inter-net in the servie area (2 km diameter) around eah gateway. Fig. 6 shows the�distane� in hops between gateways and v traveling at the right lane. The on-tat to the �rst gateway is assumed at 14 hops. v �rst approahes the gatewayresulting in a derease of the distane every 3 s on average. After 40 s, v entersthe diret transmission range of the gateway and ontat is lost for a short timeafter it leaves this range. After 80 s, the �rst gateway gets unavailable for v and



ommuniation is no longer possible for the next 50 s, until v enters the serviearea of the seond gateway. After 215 s, v leaves this servie area and ommu-niation breaks again. The seond senario assumes a vehile driving on theleft lane at a higher speed resulting in overtaking maneuvers and, thus, a moreunsteady distane graph (f. �g. 7 (b)). For inter-vehile ommuniation, we as-sumed the FleetNet system [1℄ that has the following harateristis: 588 kbit/s(shared) link layer bandwidth, 40ms delay, 1% IP paket error rate per link, and1% dupliates, symmetrial ommuniation. On the network layer, we assumedthe overhead aused by an optimized gateway disovery protool for VANETs[16℄ and a respetive mobility protool for VANETs desribed in [19℄. Thereby,the available bandwidth is shared equally among 27 ommuniating vehiles,resulting in 21.57 kbit/s on average per vehile. The path between gateway andproxy was not onsidered sine we assumed an ATM network that onnets thegateways to the proxy.
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t0+130sFig. 6. Distane between vehile and gatewaysIn our test environment, we evaluated three on�gurations: end-to-end TCPbetween MN and CN, a proxy that segments the onnetion into two TCPonnetions (�TCP split�), and a split proxy using MCTP for ommuniationbetween MN and proxy. For eah on�guration, we transferred data from theMN (vehile) to the CN through both emulators, whih re�et the ommuni-ation harateristis a vehile experienes in the above senario. We repeatedeah measurement three times and took their mean value in order to minimizestatistial variations of the NISTNet emulator. Fig. 7 shows the results of thethree on�gurations for the right (a) and left (b) lane. The harts also depitthe distane between the vehile and the gateways to show the orrelations. Thethree graphs in �g. 7 (a) showed similar harateristis in the beginning. Thisbehavior an be expeted sine dereasing error rates and paket delays typiallydo not ause slow starts in TCP. The throughput of the three tests dereasesslightly when the number of hops inreases in the time interval between 50 sand 80 s. This hart also depits the e�ets of a longer period of disonnetion



between 90 s and 130 s: After the reonnetion through the seond gateway at130 s, it takes a long time until TCP detets the reonnetion and ontinues withits transmission. Interestingly, end-to-end TCP had a slightly quiker responsetime, whih is explained by statistial deviations of the NISTNet emulator; ittook about 35 s until end-to-end TCP and TCP split reovered after the re-onnetion. The MCTP measurements show a smooth and ontinuous behaviorover the total simulation run. An interesting observation is that MCTP is ableto transmit data until the disonnetion from the �rst gateway ours (at about90 s) whereas ommuniation in ase of end-to-end TCP and TCP split stalledabout 10 s before the disonnetion from the �rst gateway ourred. This e�etan be explained with the high paket error rates at this distane, whih reduesthe TCP throughput signi�antly. After the reonnetion to the seond gatewayat 130 s, MCTP reats quikly and ontinues its transmission in the same waythan in the beginning of the simulation run. In this phase, the data throughputalso inreases ontinuously.
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(b) Left laneFig. 7. Evaluation resultsThe measurements for the left lane in �g. 7 (b) show that the throughputis lower than on the right lane. This is aused by the shorter onnetion timesto the Internet and the higher variations in the ommuniation harateristis.End-to-end TCP seems to have problems espeially in the beginning of the sim-ulation run. It takes about 20 s until end-to-end TCP is able to transmit anotieable amount of data. This hart also illustrates the problem of TCP withlonger periods of disonnetions. It takes about 35 s until TCP reovers after thereonnetion to the seond IGW at about 95 s. In ontrast, TCP split has a sig-ni�antly better performane sine the data throughput inreases more steadilyin the beginning. The TCP split measurement also onverge more quikly afterthe reonnetion to the Internet through the seond gateway, whih takes onaverage 25 s. The MCTP measurements showed a harateristi similar to themeasurements for the right lane. Thereby, the transmission of data segmentsontinues steadily while the vehile is onneted to the Internet. After the re-onnetion to the seond gateway, MCTP reats quikly and the transmission is



ontinued with a very short delay but su�ers from the high paket losses in thebeginning.The measurements showed that MCTP improves ommuniation e�ienyat the transport layer in this senario. MCTP is able to retransmit lost segmentsvery e�iently and, in ontrast to TCP, it reats quikly to disonnetions fromand reonnetions to the Internet and, thus, does not pass up the availablebandwidth. In both senarios, the performane of MCTP is signi�antly higherompared to the other tests: Over the simulation time, end-to-end TCP trans-mitted 274.155Kbyte (left lane: 150.592Kbyte), TCP split transmitted 291.531(left lane: 237.955Kbyte), and MCTP was able to transfer 420.885Kbyte (leftlane: 346.072Kbyte) of data. Sine segment losses and temporary disonnetionsfrom the Internet are quite ommon in vehiular ommuniation senarios, wean arefully onlude that MCTP is able to improve ommuniation betweenvehiles and Internet hosts.5 ConlusionCommuniation e�ieny is an important issue in vehiular ad ho networks.In this paper, we propose an optimized transport protool alled MCTP for theInternet aess of vehiles through VANETs. MCTP was developed for proxy-based ommuniation arhitetures where vehiles ommuniate with a proxyusing MCTP, whereas ommuniation between proxy and Internet host is basedon standard TCP. MCTP distinguishes di�erent network situations and is, thus,able to ontrol TCP appropriately: MCTP handles segment losses e�iently andreats to disonnetions very quikly. Our evaluation based on an emulated high-way segment with a high tra� �ow shows that MCTP is able to inrease datathroughput by a fator of 2.3 ompared to traditional end-to-end TCP, and bya fator of 1.5 ompared to a split TCP approah. Our evaluation also showedthat performane enhaning proxies improve ommuniation performane in ve-hiular environments.In our future work, we will examine additional �typial� vehiular ommuni-ation senarios. The urrent status of the MCTP prototype inludes the basiprotool mehanisms. We are planning to improve this prototype further on byonsidering additional available information, e.g. from the routing protool. Thisallows us to optimize the slow start phases after disonnetions or after a networkpartitioning. We are also planning additional omparisons with di�erent TCPvariants and TCP optimizations. However, most of them are not ompatible withour test environment.Referenes1. Franz, W., Eberhardt, R., Lukenbah, T.: FleetNet � Internet on the Road. In:Proeedings of the 8th World Congress on Intelligent Transport Systems, Sydney,Australia (2001)



2. Morris, R., Jannotti, J., Kaashoek, F., Li, J., Deouto, D.: CarNet: A Salable AdHo Wireless Network System. In: Proeedings of the 9th ACM SIGOPS EuropeanWorkshop, Kolding, Denmark (2000)3. Behler, M.: Internet Integration of Vehiular Ad Ho Networks. Dissertation,Logos-Verlag Berlin, ISBN 3-8325-0750-7 (2004)4. Bae, S., Xu, K., Lee, S., Gerla, M.: TCP Behavior aross Multihop Wireless andWired Networks. In: Proeedings of the 2002 IEEE GLOBECOM, Taipei, Taiwan(2002)5. Shiller, J.: Mobile Communiations. Addison Wesley (2003)6. Gerla, M., Sanadidi, M.Y., Wang, R., Zanella, A., Casetti, C., Masolo, S.: TCPWestwood: Congestion Window Control Using Bandwidth Estimation. In: Pro-eedings of the 2001 IEEE GLOBECOM, San Antonio, Texas, USA (2001)7. Wang, F., Zhang, Y.: Improving TCP Performane over Mobile Ad-Ho Networkswith Out-of-Order Detetion and Response. In: Proeedings of the 3rd ACM Mo-biHo, Lausanne, Switzerland (2002)8. Sinha, P., Venkitaraman, N., Sivakumar, R., Bharghavan, V.: WTCP: A ReliableTransport Protool for Wireless Wide-Area Networks. In: Proeedings of the 5thACM/IEEE MOBICOM, Seattle, Washington, USA (1999)9. Fu, Z., Greenstein, B., Meng, X., Lu, S.: Design and Implementation of a TCP-Friendly Transport Protool for Ad Ho Wireless Networks. In: Proeedings of the10th International Conferene on Network Protools (ICNP), Paris, Frane (2002)10. Brakmo, L.S., Peterson, L.L.: TCP Vegas: End to End Congestion Avoidane ona Global Internet. IEEE Journal on Seleted Areas in Communiations (1995)11. Sundaresan, K., Anantharaman, V., Hsieh, H.Y., Sivakumar, R.: ATP: A Reli-able Transport Protool for Ad-ho Networks. In: Proeedings of the 4th ACMMobiHo, Annapolis, Maryland, USA (2003)12. Go�, T., Moronski, J., Phatak, D.S., Gupta, V.: Freeze-TCP: A true End-to-EndTCP Enhanement Mehanism for Mobile Environments. In: Proeedings of the19th IEEE Conferene on Computer Communiations (Infoom), Tel Aviv, Israel(2000)13. Li, J., Singh, S.: ATCP: TCP for Mobile Ad Ho Networks. IEEE Journal onSeleted Areas in Communiations (2001)14. Chandran, K., Raghunathan, S., Venkatesan, S., Prakash, R.: A Feedbak BasedSheme For Improving TCP Performane in Ad-Ho Wireless Networks. In: Pro-eedings of the 18th International Conferene on Distributed Computing Systems(ICDCS), Amsterdam, The Netherlands (1998)15. Ritter, H.: Bedarfsorientierte Dienstgüteunterstützung durh adaptive Endsys-teme. VDI Verlag (2001) [German℄.16. Behler, M., Jaap, S., Wolf, L.: Mobility Management for Vehiular Ad Ho Net-works. In: Proeedings of the 61st IEEE Semiannual Vehiular Tehnology Con-ferene (VTC 2005 Spring), Stokholm, Sweden (2005)17. Behler, M., Franz, W.J., Wolf, L.: Mobile Internet Aess in FleetNet. In: Pro-eedings of the 13th Fahtagung Kommunikation in Verteilten Systemen (KiVS),Leipzig, Germany (2003)18. Bolot, J.C.: End-to-End Paket Delay and Loss Behavior in the Internet. In:Proeedings of the 1993 ACM SIGCOMM Conferene, San Franiso, California,USA (1993)19. Behler, M., Storz, O., Franz, W., Wolf, L.: E�ient Disovery of Internet Gate-ways in Future Vehiular Communiation Systems. In: Proeedings of the 57thIEEE Vehiular Tehnology Conferene (VTC), Jeju, Korea (2003)


