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## Recap

## Implementation and Runtime

Before the Christmas break, we rewrote Simplex in matrix notation.

$$
\begin{aligned}
& \max _{x} \sum_{j=1}^{n} c_{j} x_{j} \\
& \text { subject to } \sum_{j=1}^{n} a_{i j} x_{j} \leq b_{i}, \quad i=1,2, \cdots, m \\
& \quad x_{j} \geq 0, \quad j=1,2, \cdots, n
\end{aligned}
$$

We introduced slack variables as follows:

$$
x_{n+i}=b_{i}-\sum_{j=1}^{n} a_{i j} x_{j}, \quad i=1, \ldots, m
$$

$w_{i}$ is renamed as $x_{n+i}$.

With these slack variables, we wrote our problem in matrix form:

\[

\]

where

We reordered the variables (columns of $A$, components of $c, x$ ) depending on the sets $\mathcal{B}, \mathcal{N}$ of basic and non-basic variables such that the basic variables come first. Note that $\mathcal{B}, \mathcal{N}$ change in each Simplex iteration.
We wrote $A$ and $x$ in a partitioned-matrix form as: $A=\left[\begin{array}{ll}B & N\end{array}\right], x=\left[\begin{array}{l}x_{\mathcal{B}} \\ x_{\mathcal{N}}\end{array}\right]$.
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$$
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Dual dictionary:

$$
\begin{aligned}
-\xi & =-\zeta^{*}-\left(x_{\mathcal{B}}^{*}\right)^{T} z_{\mathcal{B}} \\
z_{\mathcal{N}} & =z_{\mathcal{N}}^{*}+B^{-1} N z_{\mathcal{B}}
\end{aligned}
$$

## Implementation and Runtime

## What might be the expensive part of each iteration?

| Primal Simplex | Dual Simplex |
| :---: | :---: |
| $\begin{aligned} & \text { Suppose } x_{\mathcal{B}}^{*} \geq 0 \\ & \text { while }\left(z_{\mathcal{N}}^{*} \geq 0\right)\{ \\ & \text { pick } j \in\left\{j \in \mathcal{N}: z_{j}^{*}<0\right\} \\ & \Delta x_{\mathcal{B}}=B^{-1} N e_{j} \\ & t=\left(\max _{i \in \mathcal{B}} \frac{\Delta x_{i}}{x_{i}^{*}}\right)^{-1} \\ & \text { pick } i \in \operatorname{argmax}_{i \in \mathcal{B}} \frac{\Delta x_{i}}{x_{i}^{*}} \\ & \Delta z_{\mathcal{N}}=-\left(B^{-1} N\right)^{T} e_{i} \\ & s=\frac{z_{j}^{*}}{\Delta z_{j}} \\ & x_{j}^{*} \leftarrow t \\ & x_{\mathcal{B}}^{*} \leftarrow x_{\mathcal{B}}^{*}-t \Delta x_{\mathcal{B}} \\ & z_{i}^{*} \leftarrow s \\ & z_{\mathcal{N}}^{*} \leftarrow z_{\mathcal{N}}^{*}-s \Delta z_{\mathcal{N}} \\ & \mathcal{B} \leftarrow \mathcal{B} \backslash\{i\} \cup\{j\} \end{aligned}$ | $\begin{aligned} & \text { Suppose } z_{\mathcal{N}}^{*} \geq 0 \\ & \text { while }\left(x_{\mathcal{B}}^{*} \geq 0\right)\{ \\ & \text { pick } i \in\left\{i \in \mathcal{B}: x_{i}^{*}<0\right\} \\ & \Delta z_{\mathcal{N}}=-\left(B^{-1} N\right)^{T} e_{i} \\ & s=\left(\max _{j \in \mathcal{N}} \frac{\Delta z_{j}}{z_{j}^{*}}\right)^{-1} \\ & \text { pick } j \in \operatorname{argmax}_{j \in \mathcal{N}} \frac{\Delta z_{j}}{z_{j}^{*}} \\ & \Delta x_{\mathcal{B}}=B^{-1} N e_{j} \\ & t=\frac{x_{i}^{*}}{\Delta x_{i}} \\ & x_{j}^{*} \leftarrow t \\ & x_{\mathcal{B}}^{*} \leftarrow x_{\mathcal{B}}^{*}-t \Delta x_{\mathcal{B}} \\ & z_{i}^{*} \leftarrow s \\ & z_{\mathcal{N}}^{*} \leftarrow z_{\mathcal{N}}^{*}-s \Delta z_{\mathcal{N}} \\ & \mathcal{B} \leftarrow \mathcal{B} \backslash\{i\} \cup\{j\} \end{aligned}$ |
|  |  |
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$\Delta z_{\mathcal{N}}=-N^{T} v$, where $v$ is the solution to $B^{T} v=e_{i}\left(\right.$ proof based on $\left.\left(B^{T}\right)^{-1}=\left(B^{-1}\right)^{T}\right)$.
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- solving the linear equation systems is easy/fast,
- updating the preprocessed datastructure to incorporate a base change is easy/fast, we can speed up the process.

Idea: LU factorization $B=L U$, where $L$ is a lower and $U$ is an upper triangular matrix. Basic approach: Gaussian elimination (there are faster methods).

See example on the board (for later reference, see Chapter 8 in the reference book by Vanderbei).
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Assume we have an $L U$-factorization $B=L U$ and want to solve $B x=L U x=y$. How can we do that quickly?

First, we solve $L z=y$ for $z$, then $U x=z$ for $x$. How to solve the individual systems?
Approach: Forward substitution (for lower triangular matrices) and backward substitution (for upper triangular matrices).
Example: See board (for later reference, see Chapter 8 of the Vanderbei book).
What is the runtime of forward/backward substitution?
Note that $B^{T}=(L U)^{T}=U^{T} L^{T}$ gives an LU-factorization of $B^{T}$, which also allows the second solve we need in Simplex.
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We can (and sometimes have to) swap rows and columns (this is nothing but relabeling variables and constraints) while computing an LU-factorization. This can be used (heuristically) to reduce fill-in using the so-called minimum degree heuristic:

- Before eliminating non-zeros below a pivot in a column, scan for a row with minimum number of uneliminated non-zeros, and swap that row to be the new pivot row.
- Then scan the uneliminated non-zeros in this row and select the one in whose column there are the fewest possible uneliminated non-zeros. Swap this column to be the new pivot column.

One step example: see board. In practice, there are more considerations (numerics, other heuristics).
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The method presented here is only one possibility; it's also possible to actually update the factorization of $B$. This often leads to suboptimal fill-in and may also run into numerical issues, which means that it also requires re-factorization. For more, see the reference book.

Methods to solve these systems in the most efficient and numerically stable way, in particular those that make use of and maintain sparsity, are actively researched. Many things have to be balanced (numerical stability vs. theoretical efficiency vs. practical efficiency); in practice, it is not always the best theoretical algorithm (w.r.t. O-notation) that is the most useful.

Methods to solve these systems in the most efficient and numerically stable way, in particular those that make use of and maintain sparsity, are actively researched. Many things have to be balanced (numerical stability vs. theoretical efficiency vs. practical efficiency); in practice, it is not always the best theoretical algorithm (w.r.t. O-notation) that is the most useful.

To the best of our knowledge, the best current approach needs $O\left(d_{c}^{0.7} m^{1.9}+m^{2+o(1)}+d_{c} n\right)$ time for a simplex iteration in which a new LU-factorization is computed, where $d_{c}$ is the maximum number of non-zeros in any column; this beats the Gaussian elimination (at least in theory even for dense matrices). On the theoretical side, the time needed per iteration is quite difficult to analyze in an amortized fashion, considering multiple Simplex iterations.

