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In the TSP, we are given a set of $n$ cities $V$ with distances $d(i, j)$ between each other. Our goal is to find a shortest tour that visits each city and returns to the starting point. In our (actually, the most common) version:

- the underlying graph $G=(V, E)$ is complete, i.e., we can directly go from any $v$ to any $w$,
- the distances are symmetric, i.e., $d(i, j)=d(j, i)$, i.e., the graph is undirected,
- we often assume the triangle inequality, i.e., $d(i, k) \leq d(i, j)+d(j, k)$.
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Most important reason for studying it here:
It is one of the main drivers behind the development and improvement of IP solving, and IP solving is exceptionally successful for the TSP. Many ideas that improved (M)IP solvers over the years have been first developed and applied in the context of the TSP.
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$\delta(A)$ contains exactly all edges between a vertex $v \in A$ and $w \notin A$.
Notes:

- The model has $\Omega\left(2^{n}\right)$ constraints (because of the last type of constraint).
- These constraints are called Subtour Elimination Constraints.
- They are not normally added in the beginning; instead, one handles them lazily.
- That means we add violated subtour elimination constraints as needed while solving.
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- The LP relaxation of our formulation is usually quite strong. However, we must improve it with cutting planes to tackle larger and more complicated instances.
- The number of edges is $\Omega\left(n^{2}\right)$; the number of non-zeros in our matrix can be even larger.
- This means we need too much memory!
- Solving the LPs becomes time-consuming!
- Intuitively, most edges seem useless!
- We need to be able to dynamically add and remove edges (i.e., variables!) from consideration.
- Without losing provable optimality!
- Numerical issues can cause solutions obtained from our LP solver to not be strictly feasible/optimal. If we really want provable optimality, we have to deal with this (often ignored) problem.
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The separation problem for subtour elimination problems asks:
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For integer solutions, this is easy: Just check if there is more than one component!
What about non-integer solutions?
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In general, a separation problem consists of the following task.

- We are given a solution to some relaxation: a solution to a problem with missing constraints.
- We want to find out if there is a missing constraint violated by the solution.
- If there is, we also want to find a suitable violated constraint that we can add to our relaxation.

One important separation problem is the general separation problem for (M)IPs. In it, the missing constraints are the integrality constraints, the given solution is the solution to the linear relaxation, and the violated constraint must be a linear inequality.

## Separation Oracle Method:

If we can solve this problem in polynomial time for any given solution, we can solve the corresponding (M)IP in polynomial time.

There are also separation problems for specific types of cutting planes, e.g., for Gomory Cuts, Subtour Elimination Constraints, ... ; those can sometimes be solved efficiently (and are often only solved heuristically).

## Subtour Elimination Constraints - Separation Problem

The separation problem can be interpreted as follows:
Given a weighted graph $H=\left(V, E^{\prime}, w\right)$ with $w(e)=x_{e}^{*}$ and $E^{\prime}=\{e \in E: w(e)>0\}$, find some $\emptyset \neq S \subsetneq V$ such that $\sum_{e \in \delta(S)} w(e)<2$, or find out no such set exists.
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Example in an interactive tool: https: //www.math.uwaterloo.ca/tsp/app/diy.html
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To detect violated subtour constraints, we have the following options:

- Look for connected components (linear time).
- Look for biconnected components (linear time).
- Using some source $s$ and some $\operatorname{sink} t$, find a minimum $s$ - $t$-cut (almost linear time).
- Find a global minimum graph cut using, e.g., the Stoer-Wagner algorithm $\left(O\left(m n+n^{2} \log n\right)\right)$.
A global minimum graph cut below 2 corresponds to a violated subtour constraint and vice versa; we can solve the separation problem exactly in polynomial time!

Usually, we cannot afford to do minimum graph cut computations all the time; we go through the list from the top and use the more expensive methods sparingly.
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This is not all - there are more cutting plane families for tours!
Consider this example:


Are there any violated subtour constraints? No! How can we cut off solutions such as this by cutting planes?
There is an important cutting plane family called combs.
For generalized versions of the above example, the length of the optimal tour is about $4 / 3$ of the optimal value of the LP relaxation including all subtours. The $4 / 3$ conjecture states that this is the worst case, i.e., for all sets of cities, the factor between the optimal integer solution and the optimal fractional solution is at most $4 / 3$. In general, this factor is called integrality gap.
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Example in interactive tool: https://www.math.uwaterloo.ca/tsp/app/diy.html
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- There may be vertices $v_{d}$ inside the component that are connected to two vertices on the outside. Such vertices are removed from $H$.
- In any case, an odd number of close-to-1 edges crossing $H$ remains.
- If that number is 1 , we likely found a violated subtour constraint.
- If that number is 3 or higher, we make the crossing edges into teeth $T_{i}$, and have likely found a violated comb inequality.


## More Cutting Planes

There are more cutting planes that are used by powerful tools like Concorde, for which we do not have the time. A common theme among them is that they always can be translated into the following form:

$$
\sum_{S \in \mathcal{F}} \sum_{e \in \delta(S)} x_{e} \geq \mu
$$

for some family of vertex sets $\mathcal{F}$ and some suitable integral constant $\mu$. This allows efficient storage (only store vertex sets and $\mu$ ) and also changes to the set of edges.

## Excluding Edges

## Numerical Issues
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## DUAL
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\max 2 \sum_{v \in V} y_{v}-\sum_{e \in E} y_{e}+\sum_{\left(\mathcal{F}, \mu_{\mathcal{F}}\right) \in H} \mu_{\mathcal{F}} \cdot y_{\mathcal{F}} \text { s.t. } \\
\forall e=v w \in E: y_{v}+y_{w}-y_{e}+\sum_{\left(\mathcal{F}, \mu_{\mathcal{F}}\right) \in \mathcal{H}} \pi(e, \mathcal{F}) y_{\mathcal{F}} \leq c_{e} \\
y_{v} \text { free, } y_{e}, y_{\mathcal{F}} \geq 0,
\end{gathered}
$$

where $\pi(e, \mathcal{F})$ denotes for how many sets in $\mathcal{F}$ edge $e$ crosses the boundary.
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- However, we note that in order for $e=v w$ to cross the boundary of $S, v$ or $w$ must be in $S$.
- So let us overestimate the cut term by including all sets containing $v$ or $w$.
- We can then move these terms into $y_{v}$ and $y_{w}$ :

$$
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- We then set $\bar{\alpha}_{e}=c_{e}-\bar{y}_{v}-\bar{y}_{w}$.
- With careful management of variables, for instances up to tens of thousands of cities, this suffices to bring down the time needed for scanning for dual infeasible edges into the practical range.
- We can do even better, e.g., for geometric instances.

The process of looking for dual infeasible variables is also called pricing; this is because $c-A^{T} y$ is also called the vector of reduced cost.

If we can price many variables without explicitly considering each individually, like in the case of geometric instances, the term batch pricing is sometimes used.
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There are multiple numerical issues.

- The solution by the LP solver may not be primally feasible in the strict sense.
- The solution by the LP solver may not be dually feasible in the strict sense.
- Solutions produced by the LP solver are only rarely integral, even though they should be, e.g., because in exact arithmetic, the basis chosen by the solver produces an integral solution.
- Cutting planes that should be violated are considered non-violated by the LP solver.

How can we overcome these issues? Simple ideas:

- Run LP with exact rational arithmetic - way too expensive!
- Run regular LP solver, then take the optimal basis and use it as starting point for an exact rational Simplex - still quite expensive!
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- Integer feasibility can simply be checked with some $\varepsilon>0$ tolerance value, considering values below $\varepsilon$ as 0 and values above $1-\varepsilon$ as 1 .
- Accidental primal infeasibility is only really problematic for integer solutions. Fortunately, it is easy to check if some integer solution induces a tour.
- Cutting planes are used purely to speed up the search. Cutting planes that are only violated by a tiny amount are unlikely to be good; if we avoid them, the solver should not consider our cutting planes as non-violated.
- The most problematic issue is accidental dual infeasibility (i.e., non-optimality): it means that our bounds used for pruning are potentially invalid. What can we do?
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How can we turn inexact bounds from our solver into exact bounds useful for pruning?

- Start with the dual solution $y$.
- Turn it into rational (more expensive, better bounds) or fixed-point (less expensive) numbers.
- For each dual constraint, check feasibility (in exact rational or fixed-point arithmetic).
- For each dual infeasibility found, increase $y_{v w}$, the dual slack variable for $x_{v w} \leq 1$, to make the dual constraint

$$
y_{v}+y_{w}-y_{v w}+\sum_{\left(\mathcal{F}, \mu_{\mathcal{F}}\right) \in \mathcal{H}} \pi(v w, \mathcal{F}) y_{\mathcal{F}} \leq c_{v w}
$$

feasible.

- Subtract all the infeasibilities from the objective according to the term $-y_{v w}$ in the dual objective.
- The result is a valid (possibly slightly super-optimal) bound.
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## CONCLUSION

The work on the TSP has contributed huge advances in MIP solving in general. The approaches used by Concorde to tackle the TSP are not all simple to implement in a commercial MIP solver.

- Custom cutting planes and lazy constraints can be easily added using a callback.
- Dynamic Removal of Cutting Planes is performed, but cannot really be controlled.
- Auto-generated cutting planes are usually not accessible.
- Dynamic handling of variables is usually impossible in a (M)IP.
- There are frameworks such as SCIP that allow more flexibility, but usually worse performance.

