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An 0(n3) heuristic algurithm is described for solving n-city

travelling salesman problems (TSP) whose cos: matrix satisfies the

Laiad 2

triangularity condition. The algorithm involves as substeps the
computation of a shortest spanning tree of the graph G defining the
TSP, and the finding of a minimum cost perfect matching of a certaia
induced subg.mph of G. A worst-case analysis of this heuristic shows
that the ratio of the answer obtained to the optimum TSP sclution is

strictly less than 3/2. This represents a 50% reduction over the

value 2 which was the previously best knowr such ratio for the

performance of other polynomial-growth algorithms for the TSP.
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1. IRTRODUCTION

Heuristic aigorithms with polynomial rates of growth in the
number of variables can be used to provide approximate solutions to
combinatorial problems, The question then arises as to vwhat is the
worst possible ratioiof the value of the answer obtained by the heuristic
to the value of the optimum solution. We will denote this worst-case
ratio by Rw.

Values of Rw for the graph-coloring problem have beer investigated
by Garey & Johnson {4] who showed thac finding a polynomial-growth gragph-
coloring algorithm with Rw < 2 is just as hard as finding a polynomial
algorithm for optimal coloring. For the loading (packing) problem {3, 5}
Johnson et al. described an algorithm with Rw < 11/9. Rosenkrantz, Stearms
and Lev’'s jnvestigatrs? a variety of heuristics for the travelling salegmzn
problem. For the best of the algorithms inveetigated in {7}, Rw —~ 2 as
the number of cities in the travelling salesman problem (TSP) - tends to =,

In this paper we describe a heuristic algorithm with O(na) growth
rate and for which Rw < 3/2 for all n. This represents an improvement of

50% over the previously best known value of Rw for the TSP.

2. THE MAIN RESULT

Consider the n-city TS™ defined on the complete graph G = (X,A)
where X is the set of vertices and A is the set of links. Let the link
cost matrix be [cij} which satisfies the trisngle inequality.

Let T* = (X,AT*) be t... shortest spannizg tree (SST) of the graph

G, and let C(T*) be the cost of T*x. Let:

x°(r%) = {x,|d (%) odd},

/.
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vhere di('r*) is the degrze of vertex x, ¢ X witk respect to the tree T,

L

{ The cardinality |X°(T*)| of the set X°(T*) is always even [1].
3 Consider now the subpraph < xo(T*) > induced by the set XO(T*) of
vertices, Since |X°(T*)| is °ven, a perfect matcking in < x°(r*) > alvays
exists, A wmatching is called "perfect” [ 1] if it contains exectly
1/2{x°(1%)| 1inks. Let M = (X°(T%),A,,) be the minimm-cost perfect
matching of < x°('rk) > and C(Hg) be 1ts°cout.

We can now state the foliowing theorem:

Theorem 1.

A hamiltonian circuit §H of G can be found with coet
C(3) < C(T*) + C(ME) < JC(8%) where C(§%) Ls the optimal value
1 of the TSP tour &%,

In the proof of Theorem 1 we will mske use of the following

| l Lemms.

d : Lewma 1.

7 For an n-city TSP with n even, we have C(M*) < %C(i*), vhere M*
is the minimum-cost perfect matching of the graph G defining the

TSP and &¢* is the optimal TSP tour.

Proof. Consider 3* = (x, ,X, ,...,x, ). Starting from vertex x, and
Se—— 11 12 in 11
travelling round the circuit &%, allocate the links traversed

in an alternating manner to two sets Ml and H2 Starting with

I O T PR T T TRy
— e o an -
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Hl' for example:

® {(’( y X, ). (», ,x ):-ﬂ-p(’( »X )}
L 1", 1,"", 1 1

n-1

and M, = {(x, ,x, ), (x, ,X, },e..,(x, ,x )}
2 12 13 1“ 15 in 11
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H‘l and Hz are matchings of G and:
COMy) + CQY) = C(4%)

Since )i.l and H2 are defined arbitrarily we can assume

C(Hl) < C(Hz) without loss of geanerality, and o we have:

COm) < COL) < 30
Hence the Leema,

Proof. of Theorem 1

It is well known [2] that for a graph G

(1 C(T#) < C(¥%) < (%)

where Q'; is the shortest hamiltonian path of G. (The last inequality
becoming < 1f zero-cost links are allowed.)

The graph ¢° = (X,Ar, UA,) - which is & partisl graph of G - is
Bulerian, i.e., has all verticesoof even degree, since !tg is & matching of
ail odd degree vertices of T*, Hence 6® contains &n Eulerian circuit

z€

27 = (X, ,X, ,...,%, ). Since 3® traverses all the links of Ge it also

U M
visits 211 the vertices x € X at least omce. Let C(Qa) be the cost of

§£, i.e.,
@ C(+%) = C(T%) + COe%)
Xf §z is the TSP solution to the problem defired by the induced subgraph

< XO(T*) >, then we have from Lemms 1, C(H:) 5%{:(&:) and since C(&:) < C(¥%)

we {mmediately obtain

, 1
3 COy) < 5C(%%)
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Prom expressions (1), (2) zad (3) it folliws that:

® c(t®) < 3c0t

Consider ;:he traversal of &° starting from x, up to the point whesn a
1

vertex x, 1is reached which has been visited previously - {.e.,

i

r
x, c[xi reses®y }J. Let r, be the first vertex following x, in the

4 1 r-1 tl T

sequence of #® which has not Leen previcuzly visited and considar the

eircult #, = (X ,..0X, X, ,...,xtk) derived from #° by replacing

1 r=l »
the path Pn u (xl R AETERTE AN ) ) with the singls iink (xi
r-1 r 8-1 L] r-1
Because of the trieagularity condition we have:

c < T c

i 4= 1)
r-1's (xl,xj)cP"

where P" is also uscd as an unordered set of the links on the path P“.
Hence we have c(&e) > C(il).
In the same way, starting with a traversal of .1. a circuit §2 can

be produced with a path of ¢  replaced by & direct link and C(il) > C(Qz).

1
Eventusliy a hamiltoaian circuit #B of G will result with:

CE S oov S C)) < CO®%) < 3680

Heace the Theorem.

The algorithm implied by Theorem 1 conaists of two parts: the
calculation of an SST and finding #z minimm-cost perfect matching.
Seversl good O(nz) algorithms exist for finding the SST of a graph [1).
The best known e2lgorithm for calculating minimm metchings is one
developed by Lavler [6] and has growth rate 0(n3). The overail growth
rate of the proposed algorithm is - r“erefore - 0(n3). (Note that the

last step of converting #® to & hamiltonian circuit ¢_, cac be dome {n

Hi
linear tise.)

,xi).
]




[1]

[2]

131

[4]

[5]

(el
M

f

CHRISTOFIDES, R., Craph Theory - 4a slgorichmde approach, Academdc
Prass, loadon, 1975.

CHRISTOYIDES, M., "The shortest bamilconiau chzin of a greph,” SIAM
J. on Appl. Math., 19, 1970, p. 689,

EILO¥, S. and CERISTOFINES, W., "The loeding preblsa,” Man., Sci., 17,
1971, p. 259.

GAREY, M. R. ané JOHMSON, D.S., "Tha complexity of nsar-optimsi graph
coloring,” J. ACM, 1976, p.

JOENSON, D. S., DEMERS, A., ULIMAN, J. D., GAREY, M. R, and GRAEAM, K. L.,
"Jorst-case performence bounde for eimple l-diwensionsl pecking aigoritime,”

SIAM J. cu Comp., 3, 1974, p. 299.

LANLER, E., Combinatorial Optimizatisn, (to be published).

ROSENKRANTZ, D. J., STEARNS, R, E. and LEWIS, P. M., "Approx‘l._ngtc )
alesrithmes for the travelling salesman problew,” Proc. 15th TEER Syroosium
or -~witching and automata theory, 1974, p. 33,




