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An 0(n ) heuristic algorithm Is described for solving n-city travelling 
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ABSTBACT 

An 0(n ) heuristic ftlgurltha 1» de«crlb«d for aolvliig o-clty 

travelling salesman problems (TSF) whose case wttrix satisties the 

triangularity condition. The algorithm involves as substeps the 

computation of a shortest spanning tree of the graph G defining the 

TSF, and the finding of a miniinum cost perfect matching of a c«rtaia 

induced subgraph of G. A worst-case analysis of this heuristic shews 

that the ratio of the answer obtained to the optinum TSP solution is 

strictly less than 3/2. This represents a 50CI reduction over the 

value 2 which was the previously best known such ratio for the 

performance of other polynomial-growth algcrithms for the TSF. 
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1. IHTBODöCTIOK 

Heuristic algorithns with polyaomial rate« of growth In the 

mirabsr of variable* can be used to provide approxl«nte solution» to 

cooblnatorlal problems. The question then arises as to what 1« the 

vorst possible ratio of the value of the answer obtained by the heuristic 

to the value of the optlinua solution. We will denote this worst-case 

ratio by R . 
' w 

Values of R for the graph-coloring problem have beer Investigated 

by Garey & Johnson [4] who showed thac finding a polynomial-growth graph- 

coloring algorithm with R < 2 is just as hard as finding a polynaadal 

algorlthaj for optimal coloring. For the loading (packing) problem [3, 5] 

Johnson et al. described an algorithm with R < 11/9. Rosenkrantz, Steams 
w — 

and Lev'.s invest-igat«^ a variety of heuristics for the travelling salesee 

problem. For the be^t of the algorithms investigated in [7], R -* 2 aa n, - 

the number of cities in the travelling salesman problem (TSP) - tends to •. 

3 
In this paper we describe a heuristic algorithm with 0(n ) growth 

rate and for which R < 3/2 for all n. This represents an improvensent of 

50% over the previously best known value of R for the TSP. 

2, THE HAIN RESULT 

Consider the n-clty TS'1 defined on the complete graph G " (X.A) 

where X Is the set of vertices and A I» the set of links. Let the link 

cost matrix be {c. .] which satisfies the triangle inequality. 

Let T* = (X.A,^ be t... shortest spannlag tree (SST) of the graph 

G, and let C(T*) be the cost of T*.  Let: 

X0(T*) = (x1|d1(T*) odd}. 

/• 
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«here d.(T*) i« the degree of verte« xt t X wltfc respect to the tr«e 1*. 

The cerdlMlity ^(T*)! of the set X0(T*) is «l*«ye «nren [1]. 

Consider now the «ubprai* < X0(T*) > Induced b/ the »et I0(T*) of 

vertlcee.    Since |x0(T*)|  Is    ven, a perfect «ttcfclag In < X0(T*) > •Imya 

aatiit«.    A matching 1« called "perfect" II]  If It ccatalaa eactly 

l/2lx0(,r»)l  links.    Let »J* » (X0^),^) be the nlnlÄB^cost perfect 
o 

matching of < X0(T*)  > and CCM*)  be Its cost. 

We can now state the following theorem: 

Theorem J.. 

A hamlltonlan circuit i    of G can be found vrtth cost 
n 

C(0 < C(T*) + C(W*) < |c(?*) where C(4*) is the optlaal value 

of the TSP tour f*. 

In the proof of Theoreua 1 we will make use of  the following 

Lama, 

Leuüas 1. 

"or an n-clty TSP with n even, we have C(M*) < rC(**), where M* 

Is the minimum-cost perfect matching of the graph G defining the 

TSP and 4* la the optimal TSP tour. 

Proof. Consider i*  = (x ,x .....x ). Starting from vertex x  and 
"•l 12     n 1 

travelling round the c'.rcult i*,  allocate the links traversed 

in an alternating manner to two sets M and 1L. Starting with 

M,, for example: 

t^ " {(Xj^ ,xl  ), (x1 ,%i  ),...,(xi  ,x1 )} 
12     3  4       n-1  n 

and   M. - ((x ,x ), (x ,x ),...,(x. ,x )} 
i i2 i3    i4 i5      in i1 



■—w 

-3- 

H. and M. are Mtchlngt of G snd: 

CO^) + CO^) - C(t*) 

SJace H. and H, are defined arbitrarily we can aai 

COL) < CQIJ)  without loss of generality, and so we h*ve: 

ecu*) < co^) < |c(?*) 

Hence the 

Proof, of theorem 1 

It Is well known (2]   that  for a gnph G 

(1) C(T*)  < C(i*)  < C(**) 
-        P 

where i* is the shortest hamlltonlan path of G.   (The last Inequality 
P 

becoming < if zero-cost links are allowed.) 

The graph Ge - (X.AiJ/L^) - which is e partial graph of G - Is 

Eulerlan, I.e., has all vertices of even degree, since M* is a Matching of 

all odd degree vertlceE of T*. Hence G contains an Kulerian circuit 

le = (x ,x ,..,,%).    Since *e travex-ses all the links of G it also 
n 12    Sc e 

visits all the vertices x e X at least once. Let C(*') be the cost of 

tC. i.e.. 

(2)      C(* ) - crT*) + C(M*) 
o 

If I* is the TSP solution to the problem defined by the Induced subgraph 
o 

< X0(T*) >. then we havt from Lemaui 1, C(K*) < jCC**) and slnct C(**) < C(#*) 

wt imediately obtain 

(3) C(M*) < ^C(**) 
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Kroo «preaaion«  (1),   (2) sad (3) it foll^M that: 

(4) C(»e) < |c(»*) 

Consider the tr«veT««l of i    »t*rtlag fro» x.    up Co th« point «bwi a 
/ 1 1 

'vertex x     is reached which ha« been visited previously - i.e., 

x i[x.   t...,x.  }. Let r  be the first vertex foilovlng x. in the 
1r  'l    e

1r-l       1s lr 
sequence of i    which has not Ueer. previously visited «nd consider the 

circuit ♦. ■ (x ,.,.,x   ,x ,...tx. ) derived fro» ♦ by replacing 
1     r-1  •    \ 

the path P  » (x   , x    ,..,,x   , x ) with the «lagie link (x   , ». ). 
r-l   r     s-l   s r-l   s 

Because of the triangularity condition we have: 

'V^s " (x^Xj)«?^ iJ 

where P  is also uecU as an unordered »at of the links on the path P . 
rs ^   rs 

Hence we have C(t*) > £(♦.). 

In the saae way, starting with a traversal of I. a circuit i.  can 

be produced with a path of 5. replaced by a direct link and C(* ) > C(l ). 

Eventually a hanlltoaiaa circuit i    of C will result with: 

C(»H) < •.• < 0(4^ < C(»e) < |c(»*) 

Beace Che Theorem. 

The algorithm lapll«! by Theorem 1 consists of two parts:  the 

calculation of am SST and finding e mlnüaum-coat perfect matching. 

2 
Several good 0(n ) algoritfans exist tor finding the SST of a graph [1]. 

The best known algorithm for calculating minimum matchlngs is one 

3 
developed by Lawler [6] and has growth rate 0(n  ). The overall growth 

rate of the proposed algorithm is - t* «refore - 0(n ).  (Mote that the 

last step of converting i    to a haadltonian circuit t , eac be done in 

linear ti&s.) 
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