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Abbreviations and Notation

The following notations are utilised throughout this document. It has been attempted to
keep the standard notation from the literature whenever possible. However, since diverse
scientific areas are covered, the notation had to be adapted in order to provide an unam-
biguous notation. The page number given in the table refers to the first occurrence of the
mentioned construct.

Notation Explanation Page

A Region where nodes of a sensor network are placed 42

α Path-loss exponent 52

B Bandwidth 55

CDMA Code division multiple access 14

CML Context Modelling Language 24

c Speed of light (3 · 108m
s

) 49

d Distance 51

E[x] The expectation of a random variable x 68

η Density of a sensor network 42

f Frequency 49

F Fitness function 84

GRX Gain of the receive antenna 51

GTX Gain of the transmit antenna 51

GPS Global Positioning System 17

GSM Global System for Mobile Communications 17

γ Phase offset of a transmit signal 49

=(s) Imaginary part of a complex signal s

IAC inquiry access codes 57

ID Identification 27

IR infra-red 25

ISM Industrial, Scientific, Medical band 57

i.i.d. Identically and independently distributed 14

J Joule 55
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Notation Explanation Page

K Kalvin 55

κ Boltzmann constant 55

λ Wavelength of a transmit signal 49

MIMO Multiple input multiple output 13

MISO Multiple input single output 60

MIT Massachusetts Institute of Technology 25

µ Population size of an evolutionary algorithm

µ(R) Density of a sensor network with transmission range R

N Network size 42

ν Offspring population size of an evolutionary algorithm. Note: In
the literature, typically λ denotes the offspring population size

74

PN Thermal noise power 55

PRX Received signal power 51

PTX Transmission power 51

P (x) Probability of an event x 66

P (χ1|χ2) Conditional probability of 2 events χ1, χ2 with P (χ2) > 0 68

P An optimisation problem 84

Π Sample space 66

<(s) Real part of a complex signal s 50

Rk(t) The reliability or fault tolerance of a sensor node 41

R Transmission range of a sensor network 42

RF Radio frequency 14

RMSE Root of the Mean Squared Error 111
RSS Received Signal Strength 51

S A search space 73

SIMO Single input multiple output 60

SINR Signal to interference and noise ratio 56

SISO Single input single output 61

SNR Signal to noise ratio 15

s∗ Complex conjugate of s

T Temperature in Kalvin 55

UbiComp Ubiquitous Computing 18

UMTS Universal Mobile Telecommunications System 17

υ Failure rate 42

var[χ] The variance of a random variable χ: E[(χ− E[χ])2] 69
−→v A vector v = (v1, . . . , vk)
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Notation Explanation Page

WLAN Wireless Local Area Network 17

WSN Wireless sensor network 14

x A sample point for a random experiment 64
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1 Motivation

In the long history of humankind (and animal
kind, too) those who learned to collaborate and
improvise most effectively have prevailed

(C. Darwin)

In recent years, sensor nodes of extreme tiny size are envisioned [1, 2, 3]. In [4], for
example, applications for square-millimetre sized nodes that seamlessly integrate into an
environment are detailed. At these small form-factors transmission power of wireless nodes
is restricted to several microwatts. Communication between a single node and a remote
receiver is then only feasible at short distances. It is possible, however, to increase the max-
imum transmission range by cooperatively transmitting information from distinct nodes
of a network [5, 6]. The basic idea is to superimpose identical RF carrier signal com-
ponents from various transmitters that function as a distributed beamformer. When the
relative phase offset of these carrier signal components at a remote receiver is small, the
signal strength of the received sum signal is improved. Cooperation can improve the ca-
pacity and robustness of a network of transmitters [7, 8] and decreases the average energy
consumption per node [9, 10, 11].

Related research branches are cooperative transmission [12], collaborative transmission
[13, 14], distributed adaptive beamforming [15, 16, 17, 18], collaborative beamforming [19]
or cooperative/virtual MIMO for wireless sensor networks [20, 21, 22, 23]. One approach is
to utilise neighbouring nodes as relays [24, 25, 26] as proposed by Cover and El Gamal in
[27]. Cooperative transmission is then achieved by Multi-hop [28, 29, 30] or data flooding
[31, 32, 33, 34] approaches. The general idea of multi-hop relaying based on the physical
channel is to retransmit received messages by a relay node so that the destination will
receive not only the message from the source destination but also from the relay. In data
flooding approaches, a node will retransmit a received message at its reception. It has been
shown that the approach outperforms non-cooperative multi-hop schemes significantly. It
was derived that the average energy consumption of nodes is decreased [9, 10] and the
transmission time is reduced compared to traditional transmission protocols in wireless
sensor networks [35].

In these approaches, nodes are not tightly synchronised and transmission may be asyn-
chronous. This, however, is achieved by virtual MIMO techniques. In virtual MIMO for
wireless sensor networks, single antenna nodes are cooperating to establish a multiple an-
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Figure 1.1: Schematic illustration of feedback based distributed adaptive beamforming in
wireless sensor networks

tenna wireless sensor network [21, 20, 22]. Virtual MIMO has capabilities to adjust to
different frequencies and is highly energy efficient [23, 11]. However, the implementation of
MIMO capabilities in WSNs requires accurate time synchronisation, complex transceiver
circuits and signal processing that might surcharge the power consumption and processing
capabilities of simple sensor nodes.

Other solutions proposed are open-loop synchronisation methods as round-trip synchro-
nisation based [36, 37, 38]. In this scheme, the destination sends beacons in opposed
directions along a multi-hop circle in which each of the nodes appends its part of the over-
all message to the beacons. Beamforming is achieved when the processing time along the
multi-hop chain is identical in both directions. This approach, however, does not scale well
with the size of a network.

Closed loop feedback approaches include full-feedback techniques, in which carrier syn-
chronisation is achieved in a master-slave manner. The phase-offset between the destination
and a source node is corrected by the receiver node. Diversity between RF-transmit signal
components is achieved over CDMA channels [39]. This approach is applicable only to
small network sizes and requires sophisticated processing capabilities at the source nodes.

A more simple and less resource demanding implementation is the one-bit feedback
based closed-loop synchronisation considered in [39, 40]. The authors describe an iterative
process in which n source nodes i ∈ [1, . . . , n] randomly adapt the phases γi of their carrier
signal < (m(t)ej(2π(fc+fi)t+γi)

)
. Here, fi denotes the frequency offset of node i to a common

carrier frequency fc. Initially, i.i.d. phase offsets γi of carrier signals are assumed. When
a receiver requests a transmission from the network, carrier phases are synchronised in an
iterative process (cf. figure 7.10).

1. Each source node i adjusts its carrier phase offset γi and frequency offset fi randomly.
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2. The source nodes transmit to the destination simultaneously as a distributed beam-
former.

3. The receiver estimates the level of phase synchronisation of the received sum signal
(e.g. by the SNR).

4. This value is broadcast as a feedback to the network. Nodes interpret this feedback
and adapt their phase adjustments accordingly.

These four steps are iterated repeatedly until a stop criteria is met (e.g. maximum iteration
count or sufficient synchronisation). The process has been studied by various authors
[41, 42, 43, 13] where the approaches proposed differ in the implementation of the first and
the fourth step specified above. The authors of [43] show that it is possible to reduce the
number of transmitting nodes in a random process and still achieve synchronisation among
all nodes.

In [41, 42, 43] a process is described in which each node alters its carrier phase offset
γi according to a normal distribution with small variance in step one. In [13] a uniform
distribution is utilised but the probability for one node to mutate is low. Only in [42] not
only the phase but also frequency is adapted.

This lecture is focused on cooperative transmission schemes in wireless sensor networks.
Distinct nodes in a network of nodes cooperate in their transmission of data. As detailed
above, this cooperation may differ in its exact implementation for various approaches. Some
approaches require inter-node communication while others don’t. For some approaches the
aim is to reduce the failure probability through multiple transmissions while others aim to
improve the signal strength. Figure 1.2 depicts for the generic scenario introduced above
the organisation of the lecture.

First, the theoretical background required to understand cooperative transmission sce-
narios is provided in chapters 2 through 4. In Chapters 5 and 6, concepts required for the
application and analysis of the algorithms for cooperative transmission in wireless sensor
networks in chapters 7 and 8 are introduced. The focus of the algorithms presented is on
algorithms for distributed adaptive transmit beamforming.
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Figure 1.2: Possible scenario for distributed adaptive transmit beamforming
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2 Context-awareness

Increasingly, the bottleneck in computing is not its
disk capacity, processor speed or communication
bandwidth, but rather the limited resource of
human attention

(A. Garlan, Toward Distraction-Free Pervasive Computing [44])

The vision of context-awareness is that applications become sensitive to environmental
stimuli and adapt their behaviour to the current situation. This vision was far ahead
of the technology of the time when it was first studied in research laboratories and the
details necessary to implement it were seldom provided. With improved technology we
have seen prototype applications of individual ideas from the Context-aware vision become
implemented. The first of these are probably the Xerox PARCTAB [45] and the MediaCup
[46].

In recent years, but to a limited degree, we have already seen context-aware features in
consumer products. Mobile devices that adjust their screen brightness to the environmental
light, devices that automatically rotate the screen when the device is turned, watches that
automatically adjust to local time and messages that alert users when their screen work
time exceeds a certain limit, are just some examples.

While these applications are quite limited and isolated, we see more advanced and better
integrated context-aware features in multifarious new products. The most versatile and
widely used device type for context-aware applications are recent mobile phones. The
capabilities of these devices quickly increase as new interfaces to the environment are
constantly added. Apart from technologies as basic as microphones, speakers and GSM,
we now expect also infrared, bluetooth and a camera in mobile devices. New air interfaces
as WLAN or UMTS are added, as well as light sensors, accelerometers, touch screens
and to an increasing degree GPS receivers. Many of these technologies remain unused
most of the time. This multitude of sensors, however, provides a rich environment in
which context-aware applications can be taken to the next evolutionary stage. Context-
awareness, nowadays, still holds great potential before the development comes anywhere
close to the vision of a ubiquitous world that is saturated with context-aware devices.

In recent years, applications and devices have undergone serious changes that move them
away from static, reactive entities towards a more environment responsive design. We see
applications act in an increasingly adaptive and situation-dependent way. Applications are
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able to infer the needs and requirements in a given situation. It is commonly agreed that the
general setting a user is in also influences her needs at that point in time. Lucy Suchman
[47] states that every course of action is highly dependent upon its social circumstances
regarding interactions between actors and the environment. To become able to react to the
general setting an application is executed in, the design paradigm for applications is shifting
from an application-centric approach to an environment-centric approach. Applications
become integrated into the environment and react to environmental stimuli. In order to
improve the application and device behaviour in this direction, further and in most cases
novel sources of information are investigated.

The input provided to an application or device is no longer restricted to explicit instruc-
tions on a common user interface. Instead, the interface utilised for the acquisition of input
information is extended and coupled by an interface to the environment. The behaviour of
applications evolves from a mere passive, input dependent way to an active, environment
and situation guided operation.

Information about the environment and situation is extracted and interpreted to trig-
ger situation dependent actions that shall, for example, provide the user with a richer
experience that is adapted to her personal needs. Due to this additional information, the
required explicit interaction with an application can be minimised or at least reduced. The
computing experience hereby becomes increasingly unobtrusive and ubiquitous.

In general, this computing paradigm is referred to as context-awareness or context com-
puting but is described by various further titles. People have been quite creative in finding
descriptive names for scenarios similar to the one described above. A (most certainly not
exhaustive) set of terms associated with ideas related to context computing is depicted in
figure 2.1. A similar list can also be found in [48]

While these catchwords have partly redundant but not identical meanings, a common
vision of future computing is captured by all these descriptions. Probably the first study
on context-aware computing was the Olivetti Active Badge [49]. Following this pioneering
work, numerous further concepts and ideas have been discussed by various research groups.

Recently, the focus for context awareness has shifted from a single device sensing its
environment to an environment capable of sensing and possibly interpreting and reacting
on the sensed information. Sensor nodes i.e. tiny computing devices with communication
and sensing capabilities become integrated in the environment.

2.1 Context-aware computing

The vision of a world where computing devices seamlessly integrate into the real world
was first introduced by Mark Weiser in 1988. He illustrates and describes his vision of
future computing in [50]. Computing in his vision is no longer restricted to a single ma-
chine but may move off one machine and onto another one at execution time. Ubiquitous
computing also incorporates an awareness of the environment the computer is situated in.
Furthermore, following the vision of ubiquitous computing, computing becomes invisible
and omnipresent simultaneously. Smallest scale computing devices that enrich the envi-
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ronment communicate with each other and assist a user unnoticed. Weiser argues that a
computer might adapt its behaviour in a significant way if it knows where it is located. As
Weiser states, this reaction to the environment does not require artificial intelligence.

Weiser observes the paradox that computing devices are becoming cheaper, smaller and
more powerful at the same time. Tiny computing devices become cheap enough to be
bought in raw amounts and small enough to be integrated in virtually every real world
object.

Weiser envisions that these devices, equipped with sensing technology and communi-
cation interfaces are able to communicate with each other and to acquire and spread
information on devices, persons and objects in their proximity. This information can then
be utilised to enhance the computing experience of a user.

The first experiments with computers aware of their environment have been conducted in
the early 1990’s. The active badge location system by Olivetti Research [49] and the Xerox
PARCTAB location system by Xerox laboratories [45] demonstrated how small mobile
devices operate together.

Although the sources of information utilised in these experiments were restricted to
location sensors, the basic new concept and possibility inspired numerous people to focus
their research on this field.

2.1.1 Definitions of context

Definitions of context are numerous and diverse even when the focus is restricted to com-
puter sciences. In his comprehensive discussion “What we talk about when we talk about
context”[51] Paul Dourish attempts to exhaustively discuss several aspects of context and
also reviews various definitions of context.

The concept of context in conjunction with context-aware computing was first formulated
by Schilit and Theimer in 1994 [52]. Following their definition, a software that “adapts
according to its location of use, the collection of nearby people and objects as well as
changes to those objects over time” is considered to be context-aware. Later on, Schilit
refined this definition by defining context categories in [53]. These categories are ‘user
context’, ‘physical context’ and ‘computing context’. As further categories, Brown added
information about the time [54], while Pascoe also considered the blood pressure of users
[55]. Dey took the latter proposal to a broader scope by considering emotions and the
focus of attention [56].

At about the same time, Albrecht Schmidt, Michael Beigl and Hans W. Gellersen recog-
nised that most so-called context-aware applications are in fact location-aware [57]. Hence,
they are considering only location as an aspect of the context. The assertion of the authors
is that applications implemented on mobile devices might significantly benefit from a wider
understanding of context. Furthermore, they introduce a working model for context and
discuss mechanisms to acquire other aspects of context beside location.

In their working model for context, they propose that a context describes a situation
and the environment a device or user is located in. They state that a context shall have a
set of relevant aspects to which they refer as features.
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These features are ordered hierarchically. At the top level a distinction between human
factors and physical environment is made. Further, finer grained sub-divisions of these
top-level categories are also proposed. Finally, an overview of available sensor types and
contexts obtained from these sensors is given.

As a prerequisite to a definition of context-awareness, Anind K. Dey formulated a defi-
nition of context, that is most commonly used today [58].

Definition 2.1.1 : User context

Context is any information that can be used to characterise the situation of
an entity. An entity is a person, place, or object that is considered relevant
to the interaction between a user and an application, including the user and
application themselves.

This definition, while useful, is quite abstract and gives no hint on the actual representa-
tion of context in a computing system. For this reason, several authors criticise it. As Jani
Mäntyjärvi stated in [59], this context definition does not result in a more exact definition
of context since the abstraction is shifted from context to information.

Karen Henricksen follows the same line of argumentation by remarking that the definition
remains too imprecise, since a clear separation of the concepts of context, context modelling
and context information is not provided. Henricksen refines the definition of context given
by Dey as the set of circumstances surrounding a task that are potentially relevant for its
completion [60]. Furthermore, in the model of Henricksen, a context model identifies a
subset of the context that is realistically attainable from sensors, applications and users.
Following her discussion, context information describes a set of data that was gathered
from sensors and users and that conforms to a context model.

However, the discussion about a most suitable definition is not settled yet. In 2000,
Lieberman and Selker defined context to be any input other than the explicit input and
output [61]. Other projects refine the definition of context to their individual needs. In
[62] for example, the definition of Dey is refined by adding the concept of a sentient object.

2.1.2 Context-awareness

Intuitively, applications that utilise context data are context-aware. However, similar to
the lively discussion on a definition of context, several definitions for context-awareness
have been given in the literature. This section briefly reviews this ongoing discussion.

In [52] Schilit and Theimer formulated a first definition of context-awareness. Following
this definition, “Applications are context-aware when they adapt themselves to context”.

In 1998 Pascoe argues that context-aware computing is the ability of devices to detect,
sense, interpret and respond to changes in the user’s environment and computing devices
themselves [63]. The authors of [64] define context-awareness as the automation of a
software system based on knowledge of the user’s context. Several other similar definitions
treat it as applications’ ability to adapt or change their operation dynamically according
to the state of the application and the user [52, 54, 65].
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Later, Dey argued that the existing definitions did not fit to various applications devel-
oped at that time that were intended to be context-aware and consequently stated a more
general definition of context-aware systems in [58].

Definition 2.1.2 : Context-awareness

A system is context-aware if it uses context to provide relevant information
and/or services to the user, where relevancy depends on the user’s task.

This discussion is not closed yet as several research groups refine the definition so that it
best suits their needs (cf. [62]).

2.1.3 Context processing

Context is an abstract concept to describe a major input of ubiquitous computing appli-
cations. However, it is not possible to build applications with this theoretical construct.
To do this, we have to define how context can be obtained from the available information
sources, in which way context is represented in applications and how context can be further
processed. This section discusses popular approaches to these questions.

Various authors propose to pre-process sensor output in order to prepare the data for
further computation. Anind K. Dey argues that one of the main reasons why context is not
used in applications is because no common way to acquire and handle context is specified
[58]. He proposes to separate the context acquisition from the context utilisation process.
Dey distinguishes between two basic forms of context. Raw or low-level context data that
is directly acquired by sensors and richer or higher-level forms of information. A similar
distinction is also made by Guanling Chen [66]. However, no concrete specification of these
notions is given.

Albrecht Schmidt on the other hand argues that it is simpler to implement context-aware
systems using contexts on entity level [67]. With the notion ‘entity level’, Schmidt refers
to context data that is not further processed or aggregated after it has been obtained from
context sources. Furthermore, intrinsic properties of sensors are utilised in the context
modelling process. Schmidt refers to this approach as the concept of bottom-up context-
awareness. His main research focus is related to context acquisition from a variety of simple
sensors. He defines simple sensors as low-end, low-price computing and communication
technology.

These ideas are utilised by Johan Himberg. Himberg studies data mining and visu-
alisation for context-awareness and personalisation [68]. He especially focuses on sensor
data captured by on-board sensors of mobile phones. He investigates how to infer context
from features derived from the sensor signals. Johan Himberg especially utilises simple
statistical methods in order to reach his aim.

An approach focused on the whole process of context inference is proposed by Jani
Mäntyjärvi. Mäntyjärvi considers the problem, how low-level contexts can be obtained
from raw sensor data [59]. This problem is basically related to the extraction of features
from information sources. For each context a set of features is relevant that determines the
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context. After the feature inference process, Mäntyjärvi composes the sampled features
to obtain a more expressive description of a context. This operation is considered as the
processing of low-level contexts to obtain high-level contexts.

Mäntyjärvi presents a procedure for sensor-based context recognition. This approach
is referred to as bottom-up approach, in contrast to a top-down approach that starts
from the high-level context as it had been proposed by Dey in [58]. Included in this
procedure is also a method to extract information on contexts and to convert it into a
context representation. Following his definition, raw sensor data is data like 24◦C, or
70% humidity. Low-level contexts are defined as pre-processed raw sensor data where the
pre-processing may be constituted, for example, from noise removal, data calibration and
reforming of data distributions. Generally, low-level contexts are conditions like ’warm’ or
’normal humidity’. Higher level contexts are then created by an additional processing of
low-level contexts that results in an action like ’having lunch’.

Main assumptions prior to his work are that sensors attached to computing devices have
to be carefully chosen in order to be useful and that context actually can be recognised by
sensor data.

The term context atom was introduced in [69] and has been used by Jani Mäntyjärvi,
Johan Himberg and Pertti Huuskonen to describe basic context dimensions which are
derived from low-level sensor data by pre-processing [70].

2.1.4 Frameworks and architectures for context-awareness

In order to facilitate the development of context-aware applications, several authors have
proposed frameworks and architectures for this task.

In his PhD thesis in 1994 [71], Schilit concludes that traditional software approaches
are not well-suited to build distributed mobile systems. The main reason for this dilemma
is that applications are seldom designed to adapt their behaviour to the ever-changing
mobile environment of a user in which they are executed. By designing an architecture
that communicates context changes to the application, Schilit proposes a solution to this
problem.

Additionally, Schilit identifies the problem that the user context may not be shared by
distinct applications, although they are actually executed in the same user context. Schilit
proposes the use of a user agent that administers the user context in order to provide a
persistent dynamic context for all applications of the user.

Furthermore, he presents a system structure for use with context-aware systems. He
recommends a distribution of system functions and designs protocols for communication
between the entities.

These thoughts are further developed in the context toolkit that was introduced in 2000
[58]. It was proposed and developed by Anind K. Dey at the Georgia Institute of Technol-
ogy. The context toolkit constitutes a conceptual framework that was designed to support
the development of context-aware applications. It is widely accepted as a major reference
for context-aware computing. An important contribution of this framework is that it dis-
tinguishes between context sensing and context computing. Context sensing describes the
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process of acquiring information on contexts from sensors while context computing refers to
the utilisation of acquired contexts. Basic components in this architecture are context wid-
gets (encapsulated sensors), aggregators and interpreters. However, the Context Toolkit
is not generally applicable for arbitrary context-aware applications since it exclusively fea-
tures discrete contexts and does not consider unreliable or unavailable sensor information
[72].

Later on, Albrecht Schmidt presented a “working model for context-aware mobile com-
puting” which is basically an extensible tree structure [67]. The proposed hierarchy of fea-
tures starts with distinguishing human factors and the physical environment and expands
from there. One of the major contributions of his PhD thesis is a framework supporting
design, simulation, implementation and maintenance of context acquisition systems in a
distributed ubiquitous computing environment.

In 2003, Karen Henricksen introduced a novel characterisation of context data in ubiq-
uitous computing environments [60]. Her introductory study of the ubiquitous computing
environment especially focuses on challenges in providing computing applications in ubiq-
uitous computing environments. These issues can be summarised as the autonomy of
computing applications, dynamic computing environments, dynamic user requirements,
scalability and resource limitations. Henricksen concludes that this set of challenges neces-
sitates a new application design approach. Henricksen proposes a conceptual framework
and a corresponding software architecture for context-aware application development.

This framework consists of programming models to be used for context-aware systems.
Furthermore, Henricksen proposes the use of the Context Modelling Language (CML), a
graphical notation of context that supports the specification of application requirements
by the application designer.

In 2004 the Solar framework was presented by Chen [66]. It provides means to derive
higher-level context from lower level sensor data.

The framework basically represents a network of nodes that interact with each other. It
is scalable, supports mobility of nodes and is self managed.

Solar is designed as a service-oriented middleware in order to support the distribution
of its components. The middleware supports sensors, as well as applications. Components
and functions can be shared between applications. The data flow between sensors and
applications may be composed as a multi-layered acyclic directed graph both at design
time or at runtime.

Together with Solar, Chen provides a graph-based programming model, that can be
utilised for the design of context-aware architectures.

2.1.5 Applications utilising context

Several applications that utilise context have been developed in recent years. In this section
we introduce a set of applications that illustrate the uses and application fields of context-
aware computing applications. The number of context-aware applications has reached
an immense quantity. It is beyond the scope of this document to present an exhaustive
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overview of these applications. The examples presented are chosen in order to illustrate the
broad spectrum of approaches and to show the possibilities for context-aware applications.

With the MediaCup [46], Hans W. Gellersen, Michael Beigl and Holger Krall have pre-
sented a context-aware device that demonstrates one part of Mark Weiser’s vision of ubiq-
uitous computing. The MediaCup is a coffee cup that is enriched with sensing, processing
and communication capabilities. The cup was developed to demonstrate how ordinary,
everyday objects can be integrated into a ubiquitous computing environment. The context
data obtained by the cup is related to the location of the cup, the temperature and some
movement characteristics. This information is obtained by a temperature sensor and an
acceleration sensor. Context information can be broadcast with the help of an infra-red
(IR) diode. The MediaCup has been utilised in research projects in order to provide a
sense of a remote presence and in order to log user activity.

Another application proposed by Gellersen et al. is context acquisition based on load
sensing [73]. With the help of pressure sensors in the floor of a room, the presence and
location of objects and individuals can be tracked. Furthermore, it is shown that it is
possible to distinguish between objects and that even movement of objects can be traced.
The authors consider the use of load sensing in everyday environments as an approach to
acquisition of contextual information in ubiquitous computing systems. It is demonstrated
that load sensing is a practical source of contexts. It exemplifies how the position of objects
and interaction events on a given surface can be sensed.

Various implemented context-aware applications have been developed by the Context-
Aware Computing Group at the MIT1. An illustrative example is the ’Augmented Reality
Kitchen’ that monitors the state of objects in a kitchen in order to help the kitchen-worker
to keep track of all simultaneous events. The kitchen displays the location of tools and the
state of cooking processes. In the related project ’KitchenSense’, a sensor-rich networked
kitchen is considered that attempts to interpret peoples’ intentions and reacts accordingly.

Additionally, the SenseBoard has been proposed in [74]. The SenseBoard approach is to
combine the benefits of the digital world with those of the real world. The SenseBoard is
a hardware board with a schedule projected onto it. Discrete information pieces that are
stored in a computer can be manipulated by arranging small items on the board. These
items are entries of the schedule. The naming of each item is computer-controlled and
projected onto the item. Like in a digital schedule, items can be easily arranged, grouped
together or expanded. Operations and the status of the schedule are projected to the
physical schedule on the board. Like with real-world objects, people can manually arrange
the items on the hardware board. This makes the operation more intuitive and enables the
participation of larger groups in the process of finding an optimal schedule for a given task.
Detailed information on each item can be made available and a schedule can be digitally
exported, stored or loaded and also printed.

1http://context.media.mit.edu/press/index.php/projects/
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2.2 Concepts and definitions

As mentioned in section 2.1, the concepts and ideas related to context-awareness that have
not yet been commonly adopted among researchers even include the notion of context and
context awareness itself. Since context-awareness is a comparably young research field,
we find concepts and notions for which a variety of only partially redundant definitions
have been given. On the other hand, several supplementing concepts are only vaguely
described as, for example, the notion of high-level contexts, low-level contexts and raw
data. In order to provide a stringent view on our research topics, we have to agree on
non-ambiguous definitions for the concepts we utilise.

In this section we discuss those notions we adopt from recent work and further find
comprehensive definitions for insufficiently defined concepts where necessary.

2.2.1 Ubiquitous computing

In our view of ubiquitous computing we agree on the vision introduced by Mark Weiser
in [50]. It is to assume a world in which computation has both infiltrated everyday life
and vanished from people’s perception. Some people believe that both developments are
not only possible but predefined, since computing devices continuously decrease in size
and power consumption while increasing in computing power at the same time. In the
vision of ubiquitous computing, everyday objects are equipped with computing power and
communication interfaces in order to compute and spread information. In our study we
assume that computing is done in a ubiquitous environment, where multiple applications
on stationary and mobile devices interact with one another.

Several authors have observed challenges of ubiquitous computing environments. The
authors of [60], for example, state increased autonomy, a dynamic computing environment,
dynamic user requirements, scalability issues and resource limitations as most serious issues
in UbiComp environments. Depending on the application type, further issues may be
named.

2.2.2 Sensors, context sources and features

In context-aware computing domains, the input data for applications is captured by sensors.
Basically, a sensor is a piece of hardware or software that provides information on the
environment. Humans or animals are not considered sensors but might trigger and influence
sensor outputs. We distinguish between hardware sensors and software sensors. Hardware
sensors are physical entities that react to stimuli from the physical environment and provide
a software interface to publish notification describing these stimuli. Hardware sensors
might, for example, measure the temperature, the light intensity or the humidity. Further
hardware sensors are, for instance, a fingerprint reader or also a computer keyboard or a
mouse that monitor user input.

Software sensors are applications that react to software generated stimuli and that output
a software generated notification describing these stimuli. Example software sensors are a
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calendar, an address book or an application a user is interacting with.
A sensor might provide various distinct aspects of a given context. Consider, for exam-

ple, an audio sensor that provides the loudness as well as the number of zero crossings.
These distinct aspects of context are often referred to as context features [57, 67]. We are
especially interested in the entity that provides information about a context feature.

We refer to this entity as a context source and consider context sources as atomic in-
formation sources for context-aware architectures. Context sources are not synonymous to
sensors that produce context data. One sensor might incorporate several context sources.
A context source basically produces output values that are related to one specific feature
of a sensor.

2.2.3 Context and context types

As we have discussed in section 2.1.1 various definitions of context have been given in the
literature that are only partly redundant. We adopt the definition given by Anind K. Dey
in [58] since it is most general and can be applied to all application areas relevant to our
research. However, Dey explicitly intertwines context with the interaction of applications
and humans or, as he states it, with users. We have a slightly wider understanding of
context that is not restricted to the user-application interaction but that covers contexts
of arbitrary entities.

Definition 2.2.3 : Context

Context is any information that can be used to characterise the situation of an
entity. An entity is a person, place, or object.

Other definitions of context are too restricted to special cases to be applied in our general,
computation-centric, consideration. Considering the revised definition given by Karen
Henricksen, after which context is the set of circumstances relevant for the completion of
a task [60], we disagree.

This revised definition differs from our understanding of context. First of all, we do
not agree with the restriction of context to the set of circumstances that are of potential
relevance for the completion of a task. The context driving, for example, could be partly
sensed through the presence of the bluetooth ID of the car radio. However, the car radio
is of no relevance considering the completion of the context driving.

In addition to the general understanding of the concept of context, a more concrete frame
is required in order to be able to actually apply computations on context. We introduce the
notion of a context element that utilises the definition of Dey and enhances the description
to suit our needs in the processing of contexts.

Definition 2.2.4 : Context element

Let i ∈ N and ti describe any interval in time. A context element ci is a
non-empty set of values that describe a context at one interval ti in time.
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An example for a context element that is constituted from the temperature, the light
intensity and an IP address is then c = {24◦C, 20000lx, 141.51.114.33}. Observe that this
definition refers to an interval in time rather than to a point in time. This accounts for the
fact that the information describing a context is obtained by measurements of the real world
that typically require a time-span rather than a time instant in which the measurement
is performed. However, the shorter the time span the more accurate a context element
describes a context at one point in time. Since the values are obtained by measurements,
we may assume that the count of context elements is finite.

In [75] it was suggested that the context types location, identity, activity and time are
more important than other types in order to describe a context. Undoubtedly, studies
that utilise these context types for context-aware applications dominate studies on other
context types. One reason for this is that implications obtained from these mentioned
context types seem to be intuitive to most people. However, we argue that the type of
context useful for an application is inherently dependent on the application type and that
this context might be ignorant of the location, identity, activity or time.

Consider, for example, an arbitrary person sitting in her room and reading a book. While
this scenario appears to be tranquil when only the four context types location, identity,
activity and time are taken into account, the general assessment might change with the
utilisation of further context sources. If, for example, the room temperature instantly
rises or the amount of methane in the air increases, the same situation then appears in a
different light. Danger might be at hand and a swift reaction is required.

We therefore assume that the application defines the relevance of distinct context types.
The relevance could be modified by any kind of weighting or duplicating of contexts. Since
we propose an architecture that utilises contexts for arbitrary applications, we do not prefer
any context type above any other. For the remainder of this document we do not bother
about the correct and application specific weighting, but assume that the contexts utilised
have been filtered and weighted according to the application needs in advance. Several
aspects of context have been introduced in [76, 77]. A further structured and extended
distinction of context types is depicted in figure 2.2. This figure should be understood as a
working model of context aspects. Context specifications for the context classes depicted in
the figure are examples and can be carried on by other examples that logically fit into the
corresponding context class. Further aspects of context not depicted in the figure might
well be found.

2.2.4 Context abstraction levels

Context does not necessarily equal context. Two contexts of the same type that describe the
same time interval might nonetheless differ from each other in value. Context has several
levels of abstraction depending on the amount of pre-processing applied. A temperature
context might, for example, hold the value 24◦C as well as the value ‘warm ’. These context
values might originate from identical measurements of context sources. However, the data
abstraction level differs. The value ‘warm’ is at a higher abstraction level than the value
24◦C.
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Figure 2.2: Aspects of context

Although several authors use the notions high-level context, low-level context and raw
data, in order to describe various context abstraction levels, no exact definition of these
notions is given in the literature. These notions are therefore often used with different
meanings. Some authors, for example, use the term low-level context in the same sense
as other authors use the term raw data. Typically, higher context representations tend to
be symbolic while lower representations are more often numeric. Generally, the definition
of several data abstraction levels is reasonable since the kind of representation used for
operations on context elements may affect the accuracy of the operation [78].

A rough distinction between low-level and higher level contexts is made by Anind K.
Dey, Bill Schilit and Marvin Theimer [58, 52]. Following this discussion, low-level context
is used synonymously for data directly output from sensors, while high-level contexts are
further processed. This processing can, for example, be an aggregation, an interpretation,
a data calibration, noise removal or reforming of data distributions.

Jani Mäntyjärvi further distinguishes between processed contexts that describe an action
or a condition [59]. Following his notion, raw data can be, for example, 24◦C or 70%
humidity. While for low-level contexts these are further processed to conditions like ’warm’
or ’high humidity’. Finally, a high-level context is an activity as, for instance, ’having
lunch’.

Actually, these distinctions between high-level and low-level contexts are only required
(and properly understood) by humans. From a computational viewpoint, actions and
conditions are both string values obtained by further processing of raw data. From a
computation-centric standpoint, both constructs are consequently on the same level of
data abstraction.
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High-level context Low-level context Raw data Context source

walking 14◦C 001001111 thermometer
walking 57.2◦F 001001111 thermometer
watching movie 64dB 109 microphone
listening music 64dB 109 microphone
at the beach 47◦

25.5634’N;
007◦

39.3538’E

GPRMC3 GPS sensor

swimming 47◦

25.5634’N;
007◦

39.3538’E

GPGGA4 GPS sensor

writing z 0x79 keyboard [en]
writing y 0x79 keyboard [ru]
writing z 0x7a keyboard [de]
office occupied z 0x7a keyboard [de]

Table 2.1: High-level contexts, low-level contexts and raw context
data for exemplary context sources.

8 GPRMC Example:
$GPRMC,191410,A,4725.5634,N,00739.3538,E,0.0,0.0,181102,0.4,E,A*19

9 GPGGA Example:
$GPGGA,191410,4725.5634,N,00739.3538,E,1,04,4.4,351.5,M,48.0,M,,*45

A computation-centric approach

We therefore take an alternative, computation-centric, approach and classify the level of
abstraction of contexts by the amount of pre-processing applied to the data. We distinguish
between high-level context information, low-level context information and raw context
data2 (cf. table 2.1).

In table 2.1, exemplary raw context data, low-level contexts and high-level contexts are
depicted. Note that in all data abstraction levels different context representations are
possible even if the measurement is identical. An example well-suited to illustrate this is
the keyboard sensor. The same key pressed on an English and a Russian keyboard (raw
context data identical) might result in different low-level contexts due to an alternative
language setting (acquisition procedure). In the Cyrillic layout the letter ’y’ is obtained
while it is the letter ’z’ for the English layout.

However, for German keyboards the letters ’y’ and ’z’ are exchanged compared to the
English layout, hence leading to the same low-level context even though the raw context
data is different. Furthermore, different context interpretation procedures may lead to

2For ease of presentation, we utilise the notions ’raw data’ and ’raw context data’ synonymously.
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distinct high-level contexts (office occupied or writing).
A discussion of the three data abstraction levels ‘raw context data’, ‘low-level context’

and ‘high-level context’ is given in the following.
The output of any context source is considered as raw data since it most probably needs

further interpretation. Already at the very first abstraction level of raw context data, basic
operations on the measured samples might be suggestive. Computations that might be
applied on this data include mechanisms to correct possible measurement or sensor errors,
filters that might abstract from irrelevant measurements or also processes that weight the
measurements.

Different manufacturers produce sensors with varying output even though the sensors
might belong to the same class. This is because of possibly different encoding of the sensed
information or due to a different representation or accuracy. Two temperature sensors
may, for instance, differ in the unit (Celsius or Fahrenheit), in the measurement accuracy
or in the measurement range. A pre-processing of raw context data is necessary so that
further processing is not influenced by special properties of the context source itself. We
refer to this pre-processing as the context acquisition step.

The data has become low-level context elements after the context acquisition. The low-
level contexts of two arbitrary context sources of the same class measured at the same
time in the same place is identical with the exception of a possibly differing measurement
accuracy, provided that both context sources are in good order. The output of all context
sources for temperature may, for example, be represented in degree Celsius.

In order to obtain high-level context elements, further processing operations are applied.
Possible operations are aggregation, interpretation, semantic reasoning, data calibration,
noise removal or reforming of data distributions. We refer to this pre-processing as the
context interpretation step.

From low-level contexts describing the temperature, light intensity and the humidity it
might be possible to infer the high-level context outdoors/indoors. There is no limit to
the level of context interpretation. Several high-level contexts may be aggregated to again
receive high-level context elements. For our discussion, however, we do not distinguish
between high-level contexts of various context abstraction levels. For these three con-
text abstraction levels, the distinguishing factor is the amount of pre-processing applied.
Note, however, that we do not exactly define the amount of pre-processing for all three
context abstraction levels since it may vary between distinct application scenarios. For
our discussion it suffices that this construct of context abstraction levels is hierarchical.
The amount of pre-processing applied to high-level contexts always exceeds the amount of
pre-processing applied to low-level contexts in the same application scenario.

Observe that it is possible that two contexts of the same context type are differing in
their context abstraction level when the amount of pre-processing to derive these contexts
differs. While this might intuitively appear inconsistent, it is inherently logical from a
computation-centric viewpoint. The amount of computation or pre-processing applied to
contexts of distinct context abstraction levels differs. In addition, the information certitude
of contexts in distinct abstraction levels might differ. Various context processing steps and
corresponding input and output data are depicted in figure 2.3.
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Figure 2.3: Context pre-processing steps.

2.2.5 Context data types

Since context is acquired from a set of heterogeneous context sources and is computed
at various levels of abstraction, context processing operations applicable to one subset of
contexts might be inapplicable to another subset.

As an example, consider IP addresses as context type on the one hand and temperature
as another context type. Temperature contexts contain an implicit order regarding their
magnitude while for IP addresses, an order cannot be provided in the same manner.

In [76] four data types have been introduced that group contexts applicable to the same
mathematical operations together. Following this discussion, we distinguish context data
types between nominal, ordinal and numerical categories. We omit the fourth category
interval that was proposed in [76] since the boundaries of any context type (the only use
for the interval category described in [76]) are provided for ordinal and numerical contexts
in our case anyway.

The only operation applicable to nominal context data is the equals operation. Contexts
of nominal context data type are, for example, arbitrary binary contexts, whereas symbolic
context representations like, for instance, activities (walking, talking) or tasks (cleaning)
are of nominal context data type.

Ordinal context data types further allow the test for an order between these contexts.
Examples for contexts of ordinal context data type are physical contexts like lighting or
acceleration when represented in symbolic notation like ’dark’ and ’bright’ or ’fast’ and
’slow’.

Contexts of numerical context data type allow arbitrary mathematical operations to be
applied on them. A good example for these context data types is the time. By subtraction,
the time difference between two contexts of this type can be calculated.

We further consider hierarchical contexts, that are applicable to the ’subset’-operation.
Similar to ordinal context data types, for hierarchical context data types an ordering of
the contexts is possible. However, the order might be any kind of hierarchy as a directed
tree or graph structure. Examples for a context type of this class are geographical contexts
in a symbolic representation as ’in office building’ or ’in town’.

The operators applicable to one context type limit the number of appropriate context
processing methods. A context processing method usually requires a minimum set of
operations on contexts. In order to be processed by a processing method, all processed
contexts therefore have to share this minimum set of operations. An easy solution to
equalise all contexts is to abstract from all operators not applicable to the whole set of
available contexts. Clearly, this reduces the already sparse information we have about the
data and artificially restricts us to a smaller number of context processing methods.
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Context type nominal ordinal hierarchical numerical

Organisational + +
Social + +
User +
Geographical + +
Relative location + +
Task + +
Action +
Time + + + +
Relative time + +
Biological + +
Mood +
Physical + + +
Technological + + +
Equipment + +

Table 2.2: Operators applicable to various context types

Table 2.2 depicts the context data types of the context types introduced in figure 2.25.

Observe that the context data type is not related to the data abstraction level of contexts.
Low-level and high-level contexts alike might be of ordinal, nominal, numeric or hierarchical
context data type.

From one context abstraction level to the next higher one, the context data type may
swap to an arbitrary other context data type. While, for instance, in the aggregation of
contexts, the resulting context might likely support less operations than the operations
applicable to the set of contexts before the aggregation, it is also feasible to add further
operations by a mapping of contexts to elements that support these further operations.

2.2.6 Representation and illustration of contexts

We have now introduced the concept of context and have discussed context types, context
abstraction levels and context data types at a rather abstract, theoretical level. For any
problem domain, a good perception of the contexts and relations in this domain is at least
helpful for the next step, the approach to solve the problem at hand.

A straightforward way to illustrate low-level contexts is to map them into a multi-

5The classification of context types to context data types represents one example classification that
is considered reasonable by the authors. However, a specific scenario might introduce context type
classifications that differ from the values depicted in the table. The important point here is that in a
given scenario the observed context data types might not be computed by arbitrary context prediction
algorithms
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Figure 2.4: Illustration of the context interpretation step.

dimensional coordinate system. This representation has first been considered by Padovitz
et al [79, 80, 81]. Although another distinction between low-level contexts and high-level
contexts has been applied, the same principle can also be applied in our case. The general
idea is to represent for every time interval a low-level context element by a vector in a
multi-dimensional coordinate system. Each coordinate axis represents a normalised aspect
of a low-level context element.

High-level contexts are then sets of low-level contexts that are assigned a label. Figure 2.4
illustrates the context interpretation step6.

Low-level contexts are represented on the left hand side by dots in a coordinate system.
On the right hand side, these low-level contexts are transformed to high-level contexts
which is basically a grouping of several low-level contexts together into a set of high-level
contexts.

This geometrical context representation is trivially extended to context sequences in
time by simply considering one further axis in the coordinate system that represents the
time. This more concrete, geometrical context representation assists us in the discussion
of several properties later on.

In our discussion we do not consider overlapping high-level definitions. A discussion of
this topic can be found in [81].

6The figure connotes that the high-level contexts ’sleeping’, ’working’, ’leasure time’ and ’disco’ can be
distinguished by the light intensity and the loudness. This labelling of high-level contexts is only for
an easier understanding of the described context interpretation step. Note that the necessary context
sources to accurately distinguish the mentioned high-level contexts is currently an unsolved research
problem.
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