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3 Evolutionary algorithms

3.1 Method of the fitness based partition

The artificial function ONEMAX is defined as

ONEMAX(x) =
n∑

i=1

xi; x ∈ Bn (1)

Show that the expected optimisation time for an (1 + 1)-EA on ONEMAX is O(n log n)

3.2 Method of the expected progress

a) The artificial function LONGPATHk(x) is defined as

LONGPATHk(x) =

{
n3 + i if x = vi

n3 −
(
n ·
∑k

i=1 xi

)
−
∑n

i=k+1 else (2)

The variable vi results from the definition of a long k-path of dimension r. The long k-path
of dimension 1 is P 1

d = (0, 1). Let Pn−k
k = (v1, . . . , vl) be the long k-path of dimension n−k.

The long k-path of dimension n is defined by

Pn
k =

(
okv1, 0kv2, . . . , 0kvl, 0k−11vl, . . . , 01k−1vl, 1kvl, 1kvl−1, . . . , 1kv1

)
(3)

Show that the expected optimisation time of the (1 + 1)-EA on LONGPATH√n−1 is

Θ
(
n

3
2 2
√

n
)

b) The function LEADINGONES is defined as

LEADINGONES(x) =
n∑

i=1

i∏
j=1

xj ; x ∈ Bn (4)

Show that the expected optimisation time of the (1+1)-EA on LEADINGONES is Θ
(
n2 + n

)
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